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Abstract. We study the Virasoro constraints for moduli spaces of representa-
tions of quiver with relations by Joyce’s vertex algebras. Using the framed Vira-
soro constraints, we construct a representation of half of the Virasoro algebra on
the cohomology of moduli stacks of quiver representations under smoothness as-
sumption. By exploiting the non-commutative nature of the Virasoro operators,
we apply our theory for quivers to del Pezzo surfaces using exceptional collections.
In particular, the Virasoro constraints and representations are proven for moduli
of sheaves on P2, P1ˆP1 and BlptpP2q. Lastly, we unravel the Virasoro constraints
for Grassmannians in terms of symmetric polynomials and Hecke operators.
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1. Introduction

1.1. Overview. Virasoro constraints is a ubiquitous phenomenon in enumerative

geometry which predicts a rich set of relations between descendent integrals. It is

called the Virasoro constraints because these relations are described by a represen-

tation of half of the Virasoro algebra Virě´1. The first instance of the Virasoro

constraints was Witten-Kontsevich theorem [Wit, Kon] about ψ-integrals over the

moduli space of stable curves. This was then extended to Gromov–Witten theory

[EHX] which remains one of the foremost unsolved problems in the field.
1
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Virasoro constraints were introduced in a sheaf theoretic context via the Gromov–

Witten/Stable pairs correspondence [MOOP], followed by subsequent developments

[Mor, vB]. It was then realized in [BLM] that Virasoro constraints in sheaf theory

have their independent origin in terms of Joyce’s vertex algebra [Joy1, GJT, Joy2].

This provided a purely representation theoretic characterization of the Virasoro

constraints in terms of primary states. More importantly, this suggests that one

may formulate the Virasoro constraints in other contexts if the setting of Joyce’s

vertex algebra applies.

In this paper, we study the Virasoro constraints for moduli spaces of quiver rep-

resentations, which appear also in [Boj]. In order to apply the theory of quivers

to smooth projective varieties, we show that the Virasoro constraints are preserved

under derived equivalences. This reveals the non-commutative nature of the Vira-

soro constraints and leads to a proof of the Virasoro constraints for certain moduli

spaces of Bridgeland semistable objects on P2, P1 ˆ P1 and BlptpP2q; these include,

in particular, both torsion-free and 1-dimensional Gieseker semistable sheaves.

We study in this paper the new phenomenon of geometricity of the Virasoro op-

erators. A priori, the formulation of Virasoro constraints uses a representation of

Virě´1 on some formal algebra, called the descendent algebra. However, it turns out

that this representation descends to the cohomology of moduli stacks of semistable

representations. We use the framed Virasoro constraints to construct this natu-

ral representation of Virě´1 on cohomology of smooth quiver moduli stacks and of

Virě0 on the cohomology of smooth framed quiver moduli spaces. It is remark-

able that such representations exist in this generality, opening many directions of

future study; applications of these ideas appear in [KLMP]. We study this phe-

nomenon in detail for Grassmannians and explain how the Virasoro constraints and

representations relate to the theory of symmetric functions and Hecke operators.

1.2. Main results. Let pQ, Iq be a finite acyclic quiver with relations. In order to

formulate the Virasoro cosntraints, one has to choose a generating set of relations

I “ pr1, . . . , rnq and consider the corresponding quasi-smooth dg quiver Q. Such a

choice is required to fix the derived enhancement of the related moduli spaces and

also to define the Virasoro operators. The following theorem is one of the main

results in [Boj]. We explain the ingredients of the proof, following [BLM, Boj],

because they appear in this paper for other uses.

Theorem A ([Boj]). Let Q be a quasi-smooth dg quiver. If M θ´ss
d “ M θ´st

d , then

we have
ż

rMθ´ss
d svir

ξ ˝ Lwt0pDq “ 0 for all D P DQ .

In the theorem, DQ is a formal algebra, called the descendent algebra, that is

equipped with a natural Virě´1 representation. The operator Lwt0 is defined on DQ
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in terms of this Virasoro representation, and ξ is the realization morphism, which

maps (a subalgebra of) DQ to the cohomology H˚pM θ´ss
d q of the moduli space.

It was observed in [BLM] that Virasoro constraints for moduli spaces of sheaves

have a counterpart for moduli spaces of pairs, and the two are related in a fun-

damental way. In the case of quiver representations, framed representations play

the role of pairs. By the framed/unframed correspondence, Theorem A implies

the framed Virasoro constraints. For us, the moduli spaces M θ
fÑd of limit θ-stable

framed representations are of particular importance due to the role they play in the

proof of geometricity.

Theorem B. Let Q be a quasi-smooth dg quiver. Then we have
ż

rMθ
fÑdsvir

ξ ˝ LfÑd
n pDq “ 0 for all n ě 0, D P DQ .

A priori, the Virasoro constraints concerns integral of tautological classes only

in degree equal to the virtual dimension. Nevertheless, the Virasoro constraints

has strong implications on the structure of tautological relations in middle degrees.

In order to state the result, we make Assumption 4.7 which implies smoothness of

the moduli stack and framed moduli space below and surjectivity of the realization

homomoprhisms

DQ
d Ñ H˚

pMθ´ss
d q, DQ

d Ñ H˚
pM θ

fÑdq .

We say that the Virasoro operators are geometric if their action on the formal

algebra DQ
d descend to the cohomology via realization homomorphism.

Theorem C. Under Assumption 4.7, the Virasoro operators in range n ě ´1

(resp. n ě 0) are geometric for Mθ´ss
d (resp. M θ

fÑd). In particular, there are

induced representations

Virě´1 ü H˚
pMθ´ss

d q, Virě0 ü H˚
pM θ

fÑdq .

In other words, this statement means that the Virasoro action preserves the ideals

of tautological relations

ker
`

DQ
d Ñ H˚

pMθ´ss
d q

˘

and ker
`

DQ
d Ñ H˚

pM θ
fÑdq

˘

.

Understanding the tautological relations can be thought of as an analogue of the

(much harder) study of the tautological ring of moduli spaces of curves, see [Pan]

for a survey. When Q “ Q is a quiver with no relations, the ideal of tautological

relations, when there are no strictly semistables, is described in [Fra].

Let X be a smooth projective variety admitting a full exceptional collection

E “ pE1, . . . , Enq such that its left dual collection is strong. Then there is an exact

equivalence of triangulated categories

B : Db
pXq

„
ÝÑ Db

pQ, Iq
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for some quiver with relations pQ, Iq. When RepQ,I has homological dimension at

most 2, there is a canonical choice of relations generating I which in turn define a

quasi-smooth dg quiver Q. Since Virasoro constraints for quasi-smooth dg quivers

are proven in Theorem A, this suggests to study the Virasoro constraints for moduli

spaces of objects in DbpXq using the exact equivalence B. In order to achieve this,

we prove the following theorem which identifies Joyce’s vertex algebra with (possibly

degenerate) lattice vertex algebra and explains the non-commutative nature of the

Virasoro operators.

Theorem D. Let T, T1 and T2 be dg categories satisfying Assumption 5.10.

(i) We have a natural isomorphism between Joyce’s vertex algebra and lattice

vertex algebra

H˚pN T
q

„
ÝÑ VApKpTq, χsym

T q.

Via this isomorphism, H˚pN Tq is endowed with a Virě´1-representation.

(ii) A quasi-equivalence B : T1 Ñ T2 induces a vertex algebra isomorphism

B˚ : H˚pN T1q
„
ÝÑ H˚pN T2q

intertwining the Virě´1-representations from (i).

We show that the Assumption 5.10 holds for the dg category of representations

of a dg quiver (not necessarily quasi-smooth). Let T1 and T2 be dg enhancements

of DbpXq and DbpQ, Iq » DbpQq, respectively. Applying Theorem D to the quasi-

equivalence B : T1 Ñ T2 lifting the exact equivalence B, we can use the Virasoro

constraints on Q to study the Virasoro constraints for moduli spaces of objects

in DbpXq. To be more precise, since Theorem A concerns the moduli spaces of

objects in the standard heart RepQ,I Ă DbpQ, Iq, we obtain the corresponding

statements for B´1pRepQ,Iq Ă DbpXq. Since this is different from the standard

heart CohpXq Ă DbpXq, it is nontrivial to apply this technique to moduli spaces of

sheaves on X.

This problem naturally leads us to Bridgeland stability conditions. For any

smooth projective surface S, there are geometric stability conditions σ “ σE,H

that depend on R-divisors E and H where H is ample. Such stabilities define mod-

uli stacks Mσ´ss
v parametrizing σ-semistable objects in a tilted heart CohE,HpSq Ă

DbpSq of type v P KpSq. It was conjectured in [AM] that for any del Pezzo sur-

face S the moduli stack Mσ´ss
v can be identified with a quiver moduli stack. For

those moduli stacks admitting a quiver description, see Definition 7.9 for a precise

meaning, we prove the following.

Theorem E. Let S be a del Pezzo surface and σ be a geometric stability condition.

Assume that Mσ´ss
v admits a quiver description.

(i) If Mσ´ss
v “ Mσ´st

v , then Mσ
v satisfies the Virasoro constraints with respect

to its natural virtual class.
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(ii) If Ext2SpF, F 1q “ 0 for all F, F 1 in Mσ´ss
v , then Mσ´ss

v is smooth, tautologi-

cally generated, and the operators Rn are geometric, so we have an induced

representation

Virě´1 ü H˚
pMσ´ss

v q .

For some del Pezzo surfaces, all moduli stacks with respect to geometric stability

conditions are known to admit a quiver description, see [ABCH] for P2 and [AM]

for P1 ˆP1 and BlptpP2q. Theorem E can be applied to those surfaces to obtain the

Virasoro constraints and representations. On the other hand, geometric stability

conditions at the large volume limit recover Gieseker stability. Combining these

results, we obtain the following theorem.

Theorem F. Let S be one of P2, P1 ˆ P1 or BlptpP2q with nonzero-dimensional

topological type v.

(i) If MH´ss
v “ MH´st

v , then MH
v satisfies the Virasoro constraints with respect

to its smooth fundamental class.

(ii) The moduli stack MH´ss
v is smooth, tautologically generated, and the oper-

ators Rn are geometric, so we have a representation

Virě´1 ü H˚
pMH´ss

v q .

We remark (see also [Boj]) that, unlike in [Mor, BLM], the proof is completely

independent of the results in [MOOP] via Gromov–Witten theory and the GW/PT

correspondence. Indeed, this makes all the results in [Mor, BLM] completely inde-

pendent of [MOOP] since the only input previosuly needed coming from Gromov–

Witten theory was the Virasoro constraints for Hilbert schemes of points on P2, P1ˆ

P1 (see the proof of [Mor, Proposition 3.8]), which is contained in Theorem F (i).

In the last section, we explore in further detail the case of the Grassmannian. We

explain that, once we suitably describe Schubert calculus using the ring of symmetric

functions Λ, the Virasoro constraints for the Grassmannian can be interpreted as a

well-known fact in the representation theory of the Virasoro algebra. Given c, h P

C, the Virasoro Lie algebra acts naturally on the ring of symmetric functions Λ

(regarded as the Fock space) so that 1 P Λ is the highest weight vector of weight

pc, hq; c is called the central charge.

Theorem G. The Virasoro constraints for the Grassmannian Grpk,Nq are equiv-

alent to the rectangular Schur polynomial spN´kqk being singular vectors for repre-

sentations of the Virasoro Lie algebra on Λ with central charge c “ 1.

We also find that the wall-crossing formula for the Grassmannian leads to a new

proof that the rectangular Schur polynomials admit a formula in terms of what we

call symmetrized Hecke operators, re-deriving (a particular case of) a result in [CJ].

Remark 1.1. We explain some connections of this paper to other works. The

Virasoro constraints for quiver moduli spaces (Theorem A) is proven in [Boj]. A
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version of the framed Virasoro constraints (Theorem B) is proven in [Boj, Equation

(12)] for θ “ 0. We use more general stability condition to construct the Virasoro

representations on cohomology groups. Part (i) of Theorem F is proven for torsion

free sheaves on any del Pezzo surfaces in [BLM]; for P2 and P1ˆP1, this was reproven

in [Boj].

1.3. Organization of the paper. This paper consists of 4 parts listed below in

order; standard results about quivers, technical heart of the paper, application to

del Pezzo surfaces and a case study of Grassmannian varieties.

In Section 2, we recollect standard definitions and results about quivers with

relations and their framed analogues. In Section 3, we discuss topics related to

dg quivers and their modules; this includes a discussion about bounded derived

categories, dg replacement of quivers with relations, and the standard resolution.

In Section 4, we state the Virasoro constraints for quasi-smooth quivers and their

framed analogue. We prove the Virasoro constraints for framed quivers (Theorem

B) and the geometricity of the Virasoro operators under a smoothness assumption

(Theorem C), assuming Theorem A. In Section 5, we introduce lattice vertex al-

gebras and Joyce’s vertex algebras and construct a natural isomorphisms between

them (Theorem D).

We work in a fairly general setting of dg categories satisfying Assumption 5.10,

and show in Section 6 that this assumption is satisfied for the dg category of repre-

sentations of a dg quiver. In particular, we explain a construction of the descendent

algebra and the Virasoro representation on it that is intrinsic to a dg category.

We finish Section 6 by proving the Virasoro constraints for quasi-smooth quivers

(Theorem A) using wall-crossing formulas in Joyce’s vertex algebra.

In Section 7, we apply our theory to moduli spaces of Bridgeland stable objects

on del Pezzo surfaces. We use the Virasoro constraints and geometricity for quivers

(Theorem A and C) and the non-commutative nature of the Virasoro operators

(Theorem D (ii)) to prove the Virasoro constraints and representations of moduli

spaces admitting a quiver description (Theorem E and F).

In Section 8, we discuss the Virasoro constraints for Grassmannians in terms of

ring of symmetric functions (Theorem G).

1.4. Notations. We explain some of the notations repeatedly used in this paper.

N the set of nonnegative integers

pQ, Iq, Q (finite and acyclic) quiver with relations, dg quiver

T, [Ts saturated dg category, associated triangulated category

KpTq (algebraic) K-theory of T



VIRASORO CONSTRAINTS AND REPRESENTATIONS FOR QUIVER MODULI SPACES 7

MQ,I , MX moduli stack paramtrizing objects in the abelian cate-
gories of pQ, Iq-representations or sheaves on X, respec-
tively

NQ,N T,NX higher moduli stacks parametrizing objects in the trian-
gulated categories DbpQq, rTs, DbpXq, respectively

Mθ´ss
d (resp. M θ´ss

d ) moduli stack (resp. good moduli space) of θ-semistable
pQ, Iq-representations of dimension vector d

M θ
fÑd moduli space of limit θ-stable pQ, Iq-representations of

dimension vector d and framing vector f

Mσ´ss
v (resp. Mσ´ss

v ) moduli stack (resp. good moduli space) of σ-semistable
objects in DbpSq with topolotical type v

NQ,N T,NX ,Mθ´ss
d natural derived enhancements of the corresponding

stacks

DT (resp. DQ,DX) Ext (resp. cohomlogical) descendent algebra

V T, V Q, V X Joyce’s vertex algebra associated to T (with underlying
vector space H˚pN T,Qq), Q and X, respectively

VApΛ, Bq vertex algebra associated to the lattice pΛ, Bq whose un-
derlying vector space is VΛ “ QrΛs b DΛ

Ln, Rn (resp. Ln, Rn) Virasoro operators acting on cohomology or descendent
algebra (resp. Joyce’s vertex algebra or lattice vertex
algebra)

1.5. Acknowledgement. We thank R. Pandharipande and W. Pi for related dis-

cussions. We thank A. Mellit for a discussion that led to the construction of Vi-

rasoro representations. This work originated from the collaboration of the authors

with A. Bojko. WL is supported by SNF-200020-182181 and ERC Consolidator

Grant FourSurf 101087365. MM was supported during part of the project by ERC-

2017-AdG-786580-MACI. The project received funding from the European Research

Council (ERC) under the European Union Horizon 2020 research and innovation

programme (grant agreement 786580).

2. Moduli of quiver representations

2.1. Fundamentals of quiver representations. In this section, we recall stan-

dard definitions in quiver representations and set up notations. See [Kin, Rei2] and

references therein for further details.

2.1.1. Quiver representations. A quiver is a tuple Q “ pQ0, Q1, s, tq where Q0 and

Q1 are the finite sets of vertices and arrows, respectively, and s, t : Q1 Ñ Q0 send

arrows to their source and target. We assume throughout the paper that Q has no

oriented cycle, i.e., acyclic.
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Representation of a quiver Q is a tuple pV, ρq where V “ pVvqvPQ0 is a collection

of finite dimensional vector spaces and ρ “ pρe : Vspeq Ñ VtpeqqePQ1 is a collection of

linear maps. We will often abuse notation and say that V is a representation of Q,

leaving the collection of linear maps implicit. Representations of Q form an abelian

category RepQ. Associated to RepQ are the bounded derived category DbpQq and

Grothendieck’s K-group KpQq » ZQ0 . If V is a representation, its dimension vector

dimV :“ pdimVvqvPQ0 is an element of KpQq.

2.1.2. Path algebra. A path of length k ě 0 in a quiver Q is a sequence of the form

ek ¨ ¨ ¨ e1 :“
”

i0
e1
ÝÑ i1

e2
ÝÑ ¨ ¨ ¨

ek
ÝÑ ik

ı

where tpejq “ spej`1q for all j “ 1, . . . , k´ 1. A source and target of a path ek ¨ ¨ ¨ e1
is defined as spe1q and tpekq, respectively. Denote the length zero path at v P Q0

by 1v. Path algebra CrQs is defined as a C-algebra with a basis given by paths of

arbitrary lengths and the multiplication given by composition of composable paths.

Then CrQs is an associative (typically non-commutative) C-algebra with a unit

1 “
ř

vPQ0
1v. Since Q has no oriented cycle, CrQs is finite dimensional.

A quiver representation pV, ρq gives rise to a finitely generated left CrQs-module

‘vPQ0Vv with a left multiplication by e P Q1 induced from ρe. Conversely, given a

finitely generated left CrQs-module V , we get a quiver representation with Vv :“

1v ¨ V and ρe : 1speq ¨ V Ñ 1tpeq ¨ V given by left multiplication by e P CrQs. This

defines an equivalence of categories1

RepQ » CrQs-mod .

Example 2.1. Associated to each v P Q0 are a projective representation P pvq :“

CrQs ¨ 1v and a simple representation Spvq :“ 1v ¨ CrQs ¨ 1v. By definition, we have

HomQ

`

P pvq, V
˘

“ Vv and ExtnQ
`

P pvq, V
˘

“ 0 for n ą 0.

2.1.3. Standard resolution and Euler form. Define the Euler characteristics between

two Q-representations V and V 1 as

χQ

`

V, V 1
˘

:“
ÿ

ně0

p´1q
n dimExtnQpV, V 1

q.

By additivity with respect to short exact sequences, the Euler form is defined in

KpQq » ZQ0 .

For any Q-representation V , we have a standard projective resolution

(1) 0 Ñ
à

ePQ1

P ptpeqq b Vspeq Ñ
à

vPQ0

P pvq b Vv Ñ V Ñ 0.

In particular, the abelian category RepQ has homological dimension at most 1.

Applying HomQp´, V 1q to (1), we obtain a complex of vector spaces representing

1By CrQs-mod, we mean a category of fintely generated left CrQs-modules.
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RHomQpV, V 1q:

0 Ñ
à

vPQ0

HomCpVv, V
1
vq Ñ

à

ePQ1

HomCpVspeq, V
1
tpeqq Ñ 0

whose cohomology computes the Ext groups ExtnQpV, V 1q. Furthermore, we obtain

an explicit formula for the Euler form

χQp´,´q : ZQ0 ˆ ZQ0 Ñ Z, pd, d1
q ÞÑ

ÿ

vPQ0

dv ¨ d1
v ´

ÿ

ePQ1

dspeq ¨ d1
tpeq.

Since Q has no oriented cycle, there is an ordering of Q0 such that the Euler form

with respect to the induced basis is upper-triangular with 1 along the diagonal. In

particular, the Euler form χQp´,´q is a perfect pairing on ZQ0 .

Given a perfect integral pairing χ : ΛˆΛ Ñ Z on a finitely generated free abelian

group Λ, we define its diagonal as

∆ :“
ÿ

iPI

vi b v̂i P Λ bZ Λ

where tviuiPI is an integral basis and tv̂iuiPI is the dual basis satisfying χpv̂i, vjq “ δij.

The diagonal is characterized by the property that the composition

Λ
∆bid
ÝÝÝÑ Λ bZ Λ bZ Λ

idbχ
ÝÝÝÑ Λ

is an identity, or equivalently by pχ b idq ˝ pidb∆q “ id.

Example 2.2. By Example 2.1, we have

χQpP pvq, Spwqq “
ÿ

ně0

p´1q
n dimExtnQpP pvq, Spwqq “ δvw .

This implies that the diagonal with respect to the perfect pairing χQ is
ÿ

vPQ0

rSpvqs b rP pvqs P ZQ0 b ZQ0

where r´s denotes the corresponding K-theory class.

2.1.4. Representations of quivers with relations. We say that a representation V of

Q satisfies a relation r “
ř

s λs e
psq

ks
¨ ¨ ¨ e

psq

1 with source v and target w if we have

0 “
ÿ

s

λs ¨ ρpe
psq

ks
q ˝ ¨ ¨ ¨ ˝ ρpe

psq

1 q P HomCpVv, Vwq.

A representation of pQ, Iq is a representation of Q that satisfies all the relations in

I. If we choose generators of the ideal I “ pr1, . . . , rnq, then it suffices to check

that V satisfies the relations r1, . . . , rn. A morphism between two representations

V and V 1 of pQ, Iq is simply a morphism between representations of the quiver Q,

so representations of pQ, Iq form an abelian category RepQ,I , which is a full abelian

subcategory of RepQ. We have an equivalence of categories2

RepQ,I » CrQs{I-mod.

2Again, CrQs{I-mod denotes the category of finitely generated, hence finite dimensional, left
CrQs{I-modules.
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We also note that there is a corresponding bounded derived category DbpQ, Iq and

K-group KpQ, Iq » ZQ0 .

Example 2.3. We illustrate the definitions with an example that will be useful in

Section 7.1. Consider a quiver Q as in the following picture

1 2 3

a3

a2

a1

b2

b3

b1

with an ideal generated by six relations

I :“ p b2a1 ` b1a2 , b3a2 ` b2a3 , b1a3 ` b3a1 , a1b1 , a2b2 , a3b3 q.

We call pQ, Iq the Beilinson quiver for P2. The derived category DbpQ, Iq is equiv-

alent to DbpP2q via Beilinson isomorphism [Bei].

2.1.5. Euler form of quivers with relations. Given two representations V and V 1 of

pQ, Iq, we define the Euler form

χQ,IpV, V 1
q :“

ÿ

ně0

p´1q
n dimExtnQ,IpV, V 1

q

as in the case of a quiver without relations. This extends to KpQ, Iq » ZQ0 .

Questions regarding homological dimension and the Euler form of RepQ,I are

more delicate compared to the case of RepQ. While the homological dimension of

RepQ,I is bounded by the maximal length of paths [HZ, page 98], it is difficult to

find a sharper or exact bound with respect to I. Also, an explicit formula for the

Euler form is not available in general. We come back to these questions in Section

3 using the language of differential graded quivers.

2.2. Stability conditions, moduli spaces and moduli stacks. Let pQ, Iq be a

quiver with relations and d P NQ0 . We have a moduli stack Ad of representations

of Q with fixed dimension vector d. We explain here its construction. Let

Ad “
à

ePQ1

HomCpCdspeq ,Cdtpeqq .

The product of general linear groups

GLd “
ź

vPQ0

GLdv

acts on Ad via conjugation. The global quotient stack

Ad :“ rAd{GLds

parametrizes representations of the quiver Q without imposing relations. Note that

the dimension of the stack Ad is given by

dimAd ´ dimGLd “
ÿ

ePQ1

dspeq ¨ dtpeq ´
ÿ

vPQ0

d2v “ ´χQpd, dq .
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By definition of Ad, there exists pṼ , ρ̃q where Ṽ is a collection of trivial vector

bundles Ṽv “ Cdv b OAd
on Ad and ρ̃ is a collection of morphisms ρ̃e : Ṽspeq Ñ Ṽtpeq

that restricts tautologically to each point rρs P Ad. Furthermore, GLd-action on Ad

lifts to a natural GLd-equivariant structure on Ṽi such that the morphisms ρ̃e are

invariant. Therefore, the data pṼ , ρ̃q descends to a universal representation pV , ρq

on Ad which is unique up to a unique isomorphism.

Given a family of representations, such as Ad or Ad, relations impose Zariski

closed condition. To be more explicit, we choose generating relations of the ideal

I “ pr1, . . . , rnq. We have a vector bundle over Ad

Ẽd :“
n
à

i“1

HompṼspriq, Ṽtpriqq

and a section

s̃d “

n
à

i“1

s̃
priq
d P ΓpAd, Ẽdq

canonically associated to the choice of generators of I defined as follows: if

r “
ÿ

s

λs e
psq

ks
¨ ¨ ¨ e

psq

1 P I Ď CrQs

then

s̃
prq

d “
ÿ

s

λs ¨ ρ̃
e

psq

ks

˝ ¨ ¨ ¨ ˝ ρ̃
e

psq

1
P HompṼsprq, Ṽtprqq .

We let Rd Ď Ad be the zero locus

Ẽd

Rd “ Zerops̃dq Ad
ĩd

s̃d

The moduli stack

MQ,I
d “ Md :“ rRd{GLds ãÑ rAd{GLds “ Ad

parametrizes representations of pQ, Iq. Since the vector bundle Ẽd and the section

s̃d are respected by the GLd-action, they descend to the moduli stack Ad; Therefore

we can describe the closed substack Md ãÑ Ad as the zero locus of a section of a

vector bundle

Ed

Md “ Zeropsdq Ad
id

sd

The universal representation pV , ρq on Ad restricts to a universal representation on

Md, for which we use the same notation.

Remark 2.4. Note that, although the construction of Rd and Md uses a choice of

generators (and the corresponding vector bundle and section), Md and Rd do not
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actually depend on this choice, since satisfying all the relations on I is the same as

satisfying the generating relations r1, . . . , rn. We will see later that a choice of the

generators defines a quasi-smooth dg quiver which then induces a choice of derived

enhancement of the above moduli stack.

Note that Gm Ď GLd, included via the diagonal, acts trivially on Rd. There-

fore the action of GLd on Rd factors through the projective linear group PGLd :“

GLd{Gm.
3 This defines a projective linear moduli stack Mpl

d :“ rRd{PGLds. The

natural map

Πpl
d : Md Ñ Mpl

d

is a Gm-gerbe as long as d ‰ 0.

2.2.1. Stability conditions and moduli spaces. A stability condition on Q is a linear

functional θ P HompZQ0 ,Qq. Note that a functional θ can be uniquely written as

θpdq “
ÿ

vPQ0

θvdv

for some weights θv P Q. Given a stability condition θ, we define a slope function

µθ : NQ0zt0u Ñ Q, d “ pdvq ÞÑ
θpdq
ř

v dv
.

The slope of a nonzero quiver representation V with respect to θ is defined to be

µθpV q “ µθpdimV q. We say that V is θ-(semi)stable if µθpV 1qpďqµθpV q for all

nonzero proper subrepresentations 0 Ĺ V 1 Ĺ V .

A stability condition θ defines GLd-equivariant Zariski open subsets

Rθ´st
d Ď Rθ´ss

d Ď Rd

that correspond to the locus of θ-(semi)stable representations of pQ, Iq, which

are possibly emptysets. By [Kin], θ-(semi)stability can be interpreted as GIT-

(semi)stability with respect to certain character of GLd constructed from θ. Since

Q is acyclic, this implies that there is a projective good moduli scheme

Mθ´ss
d “ rRθ´ss

d {GLds Ñ Rθ´ss
d � GLd “:M θ´ss

d .

If V is θ-stable, then HomQ,I

`

V, V
˘

» C. Therefore, the GLd-action on Rθ´st
d

has only constant stabilizer group Gm Ď GLd and hence the good moduli map is a

Gm-gerbe

Mθ´st
d “ rRθ´st

d {GLds Ñ rRθ´st
d {PGLds “:M θ´st

d .

We call M θ´ss
d (resp. M θ´st

d ) the moduli space of θ-semistable (resp. θ-stable)

representations of pQ, Iq. The stable one defines a Zariski open subset M θ´st
d Ď

M θ´ss
d . When M θ´st

d “ M θ´ss
d we will abreviate and write only M θ

d .

3Note that PGLd is in general different from the product of PGLdi
because we only remove one

copy of Gm.
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2.3. Framed quiver. We review here the notions of framed representations and

corresponding moduli spaces, mostly following the presentation in [Rei1]. Framed

representations play an important role in the wall-crossing theory of Joyce [GJT,

Joy2] as they are the analogues of Joyce–Song pairs in the quiver setting.

Moduli of framed representations can be understood in terms of unframed rep-

resentations of a larger quiver. Nevertheless, we treat the framed analog be-

cause Virasoro constraints will have simpler formulation without going through

the framed/unframed correspondence. They will also play an important role in

the study of Virasoro representations on the cohomology of the stacks Mθ´ss
d , cf.

Theorem C.

2.3.1. Framed representations of quiver. Fix a framing vector f P NQ0zt0u. An f -

framed representation of pQ, Iq is a tuple ppV, ρq, ϕq where pV, ρq is a representation

of pQ, Iq and ϕ “ pϕv : Cfv Ñ VvqvPQ0 is a collection of linear maps. We will abrevi-

ate the notation to pV, ϕq and leave ρ implicit. The f -framed representations form a

category Repf
Q, where the morphisms are morphisms of quiver representations that

respect the framings. We remark that Repf
Q is no longer an abelian category.

2.3.2. Moduli stack of framed representations. For a framing vector f P NQ0zt0u

and a usual dimension vector d P NQ0 , we define a moduli stack Mf�d of f -framed

representations of Q with a dimenison vector d. Precisely, the moduli stack is given

by the global quotient stack

Mf�d “ rRf�d{GLds

where Rf�d “ Rd ‘
`

‘vPQ0 HomCpCfv ,Cdvq
˘

is the space of all linear maps involved

and GLd “
ś

vPQ0
GLdv is a product of general linear groups acting on Rf�d by

pgvq ¨
`

pρeq, pϕvq
˘

:“
´

`

gtpeq ˝ ρe ˝ g´1
speq

˘

,
`

gv ˝ ϕv

˘

¯

.

The stack MfÑd maps to Md by forgetting the framing. In factr, MfÑd it is the

total space of a vector bundle of rank f ¨ d “
ř

vPQ0
fv ¨ dv over Md.

The moduli stack Mf�d is equipped with a universal framed representation
`

pV , ρq, ϕ
˘

where pV , ρq is the universal representation pulled back from Md, and

ϕ “ pϕv : Cfv b OMf�d
Ñ VvqvPQ0 is a collection of universal framings. We remark

that Gm Ď GLd no longer acts trivially on Rf�d if f ‰ 0 and d ‰ 0.

2.3.3. Limit stability condition and moduli spaces. Let θ be a stability condition of

a quiver Q. We say that a framed representation
`

pV, ρq, ϕ
˘

is limit θ-stable (which

is the same as being limit θ-semistable) if

(1) ϕ is nonzero

(2) µθpV 1q ď µθpV q for all 0 Ĺ V 1 Ĺ V , and

(3) µθpV 1q ă µθpV q for all 0 Ĺ V 1 Ĺ V for which the framing ϕ factors through,

i.e. ϕvpCfvq Ď V 1
v .
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Note that the second condition is equivalent to the θ-semistability of V , so a framed

representation being limit θ-semistable implies that the underlying representation

V is θ-semistable. On the other hand, if V is θ-stable then pV, ϕq is automatically

limit θ-stable for any nonzero framing ϕ.

The limit θ-stability condition defines a GLd-invariant Zariski open subset

Rθ
f�d Ď Rf�d.

The GLd-action on Rθ
f�d is free (without even Gm-stabilizers) and the quotient stack

M θ
f�d “ rRθ

f�d{GLds

is a projective scheme as we will see in the next subsection. We call this the moduli

space of limit θ-stable f -framed representations of pQ, Iq with a dimension vector

d. This moduli space is equipped with a universal framed representation restricted

from the entire stack Mf�d. Since the underlying representation pV, ρq of a limit

θ-stable representation is θ-semistable, there is a forgetful morphism

π :M θ
f�d Ñ M θ´ss

d .

When there are no strictly θ-semistable representations inM θ´ss
d , the forgetful mor-

phism π is a projective bundle of dimension f ¨ d ´ 1.

2.3.4. Framed/unframed correspondence. Fix a quiver with relations pQ, Iq and a

framing vector f P NQ0zt0u. We explain how f -framed representations of pQ, Iq can

be understood as usual representations of a bigger quiver with relations pQf , If q

constructed from pQ, Iq and f .

Define a quiver Qf by adding a new vertex 8 and fv number of arrows 8 Ñ v

for each v P Q0. Precisely, we have Qf “ pQf
0 , Q

f
1 , s̃, t̃ q where

(1) Qf
0 “ t8u \ Q0,

(2) Qf
1 “ tev,s | v P Q0, 1 ď s ď fvu \ Q1,

(3) s̃ : Qf
1 Ñ Qf

0 with Q1 Q e ÞÑ speq and ev,s ÞÑ 8,

(4) t̃ : Qf
1 Ñ Qf

0 with Q1 Q e ÞÑ tpeq and ev,s ÞÑ v.

Note that since Q is acyclic, so is Qf . The path algebra CrQs embeds naturally in

CrQf s and we define the ideal If by extending scalars, i.e.

If “ I bCrQs CrQf
s .

A representation of CrQf s satisfies the relations in If if and only if the induced

representation of CrQs satisfies all the relations in I.

It is clear from the construction of pQf , If q that f -framed representations of

pQ, Iq of dimension vector d P NQ0 are the same as usual representations of pQf , If q

of dimension vector p1, dq P N ˆ NQ0 “ NQf
0 . In other words, we have

(2) Rf�dpQ, Iq “ Rp1,dqpQ
f , If q.
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However, the notion of isomorphism differs in this correspondence because in the

framed case we only allow identity maps between the framing vector spaces Cfv ,

but in the unframed case we allow a Gm-action on the one dimensional vector space

C1 at the infinity vertex 8.

Precisely, we have

Mp1,dqpQ
f , If q “ rRp1,dqpQ

f , If q{GLp1,dqs “ rRf�d{Gm ˆ GLds

whereas the framed moduli stack is

Mf�dpQ, Iq “ rRf�d{GLds.

Therefore, Mf�dpQ, Iq is the projective linearization
´

Mp1,dqpQ
f , If q

¯pl

» Mf�dpQ, Iq .

Through this isomorphism, the universal framed representation on Mf�dpQ, Iq cor-

responds to a family of Qf -representations on
´

Mp1,dqpQ
f , If q

¯pl

with V8 “ O. By

the universal property of the stack Mp1,dqpQ
f , If q, this family defines a section of

the projective linearization map

Πpl
p1,dq

: Mp1,dqpQ
f , If q Ñ

´

Mp1,dqpQ
f , If q

¯pl

.

This canonical section of the projective linearization map of a quiver Qf is related

to the 8-normalization used in the proof of Proposition 4.4.

Given a stability condition θ of Q, we define a stability condition θ̃ P HompZt8u ˆ

ZQ0 ,Qq of Qf as follows: θ̃ maps ZQ0 using θ and 1 P Zt8u to µθpdq`ϵ. Here ϵ P Qą0

is small enough according to pQ, θ, d, fq. Then θ̃-semistability is the same as θ̃-

stability and recovers the limit θ-stability via the framed/unframed correspondence

(2). Therefore, we have

M θ̃
p1,dqpQ

f , If q »

´

Mθ̃
p1,dqpQ

f , If q

¯pl

» M θ
f�dpQ, Iq.

In particular, this shows that M θ
f�dpQ, Iq is a projective scheme. When there are

no relations, it also follows that M θ
f�dpQq is smooth.

Example 2.5. Let A1 be the quiver with only 1 vertex and no arrows, I “ 0

and let θ be arbitrary. It is straightforward to check that a framed representation

ϕ : CN Ñ V is limit θ-stable if and only if ϕ is surjective, hence

M θ
NÑkpA1q “ GrpN, kq .

Under the framed/unframed correspondence, the Grassmannian is also identified

with the moduli of representations

M θ̃
p1,kqpKNq ,

where KN is the Kronecker quiver with two vertices t8, 1u and N arrows from 8

to 1 and θ̃ is such that θ̃8 ą θ̃1.
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8 1...

Example 2.6. Let Aℓ be the linear quiver with ℓ vertices t1, 2, . . . , ℓu and arrows

i Ñ i ` 1. The flag variety (of quotients) FlagpN ; k1, . . . , kℓq is identified with the

moduli space of framed quiver representations

FlagpN ; k1, . . . , kℓq “ M θ
pN,0,...,0qÑpk1,...,kℓqpAℓq

where θ is such that θi " θi`1. Under the framed/unframed correspondence the flag

variety is identified with representations of the following quiver:

8 1 2 ¨ ¨ ¨ ℓ...

Example 2.7. When I “ 0 and θ “ 0, the moduli spaces M θ“0
fÑdpQq were studied

in [Rei1]. Theorem 4.10 in loc. cit. gives a description of such moduli spaces as an

iterated Grassmann bundle.

2.3.5. Approximation by framed moduli spaces. Framed moduli spaces can be used

to approximate the cohomology of the moduli stack of representations. This will be

used later to construct the Virasoro representations on the cohomology of moduli

stacks under some assumptions.

Proposition 2.8. Let pQ, Iq be a quiver with relations and Mθ´ss
d be a smooth

moduli stack. If a framing vector f satisfies minvPQ0pfv ´ dvq ą k, then pull back

under the forgetful morphism defines an isomorphism in the specified degrees

Hď2k
pMθ´ss

d q
„
ÝÑ Hď2k

pM θ
fÑdq.

Proof. This type of statement is well-known in various context, see for instance

[DM, Lemma 4.1]. We write the proof for completeness. By definition of limit

θ-stable f -framed representations, we have a diagram

(3)

Homθ
fÑd :“

À

vPQ0

HompOfv ,Vvq M θ
fÑd

Mθ´ss
d

π

j

where Homθ
fÑd is the moduli stack parametrizing θ-semistable representations V

together with any framings ϕ “ pϕv : Cfv Ñ Vvq and j corresponds to the open

locus of limit θ-stable framings. Since Homθ
fÑd is a total space of a vector bundle
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over Mθ´ss
d , pull back under π defines an isomorphism of cohomology rings. Since

every space in the diagram (3) is smooth by assumption, it suffices to show that

codimpjq ě minvPQ0pfv ´ dvq which would imply

Hď2k
pMθ´ss

d q
π˚

ÝÑ
„

Hď2k
pHomθ

fÑdq
j˚

ÝÑ
„

Hď2k
pM θ

fÑdq .

Over a fixed representation V in Mθ´ss
d , the complement of j is

´

à

vPQ0

HomCpCfv , Vvq

¯unstable

ãÑ
à

vPQ0

HomCpCfv , Vvq .

By definition of limit θ-stability, an unstable framing ϕ “ pϕv : Cfv Ñ Vvq factors

through some subrepresentation V 1 Ĺ V of dimension vector d1 ň d. Therefore, the

dimension of the space of unstable framing is bounded above by
ÿ

vPQ0

pdv ´ d1
vqd1

v ` fv ¨ d1
v

where the first term corresponds to a choice of arbitrary subspaces V 1 Ĺ V which

are not necessarily a subrepresentation. In other words, the codimension of j is

bounded below by

codimpjq ě min
d1ňd

ÿ

vPQ0

fvdv ´
ÿ

vPQ0

`

pdv ´ d1
vqd1

v ` fv ¨ d1
v

˘

“ min
d1ňd

ÿ

vPQ0

pdv ´ d1
vqpfv ´ d1

vq

ě min
vPQ0

pfv ´ dvq

which completes the proof. □

3. Differential graded quivers

Many of the constructions in this paper, except Section 2, depend not only on

pQ, Iq but also on the choice of generators I “ pr1, . . . , rnq. For example, choosing

generators is necessary to endow the moduli spaces of stable representations M θ´st
d

with a virtual fundamental class. Quasi-smooth differential graded (=dg) quivers

provide a natural language to keep track of such a choice of generators.

One of the advantages of working in the generality of dg quivers is that it pro-

vides a more natural approach to vertex algebras for quivers with relations. The

vertex algebras constructed in [Joy2] for quivers with relations require a choice of

generators of I, and in particular they are not intrinsic to DbpQ, Iq. This raises an

important question in applications: if X is a variety with DbpXq » DbpQ, Iq, do

we have an isomorphism between the vertex algebra associated to X and a vertex

algebra associated to pQ, Iq together with a choice of generators of I? The answer is

typically no if dimX ą 2. Instead, the vertex algebra associated to X is isomorphic

to the vertex algebra canonically associated to a certain dg quiver Q. When Q is

quasi-smooth, this recovers the construction in [Joy2] with a choice of generators.
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In this section, we review definitions and known results on dg quivers and their

modules which we need for applications to Virasoro constraints.

3.1. Fundamentals of dg quivers.

3.1.1. Dg algebra and derived category. Before explaining dg quivers, we briefly

review dg algebras (over the complex numbers) and their derived categories, see

[Toë, Kel1] and [Sta, Tag 09JD] for details.

A dg algebra is a Z-graded associative algebra A “
À

nPZ
Apnq together with a unit

1 P Ap0q and a differential B : A Ñ A satisfying the graded Leibniz rule

Bpabq “ Bpaq ¨ b ` p´1q
degpaq a ¨ Bpbq.

All the differentials will be of degree 1 so we will not mention this again.

A dgA-module is a Z-gradedA-moduleM “
À

nPZ
M pnq together with a differential

B :M Ñ M satisfying the graded Leibniz rule. For any k P Z, we define the k-shifted
dgA-moduleM rks with a shifted gradingM rkspnq :“ M pn`kq and the same structure

of A-module and differential B. Given two dg modules M and N , we denote by

Homgr
ApM,Nq the vector space of degree preserving A-module homomorphisms.4

We define a complex of vector spaces

Hom‚
ApM,Nq :“

à

nPZ
Homgr

ApM,N rnsq

whose differential is given by

Bpfq “ f ˝ BM ´ p´1q
n
BN ˝ f for f P Homgr

ApM,N rnsq.

This defines a dg category Repdg
A of dg A-modules.

Given any dg category T, we can take the associated categories Z0pTq and rTs

whose objects are the same as T but morphisms between two elements M and N

are given by

Z0
pHom‚

TpM,Nqq, H0
pHom‚

TpM,Nqq,

respectively. We call rTs the homotopy category of T. According to these notations,

Z0pRepdg
A q is the category of dg A-modules with dg homomorphisms and rRepdg

A s is

the homotopy category of dg A-modules.

We say that a dg A-module M is acyclic if HnpM, BMq “ 0 for all n P Z. Denote
the full subcategory of acyclic dg modules by AcdgA Ă Repdg

A which is naturally a

dg category. A dg A-module P is called h-projective if pHom‚
ApP,Mq, Bq is acyclic

for every acyclic M . Denote by h-projdgA the full sub dg category of h-projective dg

modules. If P is h-projective and P Ñ M induces an isomorphism on cohomology,

we say P is an h-projective resolution of M .

4Note that f P Homgr
ApM,Nq is required to preserve the gradings but not the differentials.

https://stacks.math.columbia.edu/tag/09JD
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The derived category of A is defined as a Verdier quotient

DpAq :“ rRepdg
A s { rAcdgA s

which is naturally a triangulated category. Equivalently, one can first take a dg

quotient category Repdg
A {AcdgA and then take its homotopy category

DpAq » rRepdg
A {AcdgA s .

Therefore, the dg category Repdg
A {AcdgA gives a dg enhancement of the triangulated

category DpAq. Since h-projdgA is quasi-equivalent to Repdg
A {AcdgA , we can also think

of it as a dg enhancement

DpAq » rh-projdgA s .

An objectM P DpAq is called perfect (also known as compact) if HomDpAqpM,´q

commutes with arbitrary direct sums. We define a bounded derived category, de-

noted by DbpAq, as the full subcategory of perfect objects in DpAq.5 This is again a

triangulated category and is equipped with a dg enhancement induced from that of

DpAq. Given M P DpAq we have a derived functor RHomApM,´q : DpAq Ñ DpCq

and we write ExtiApM,Nq forH ipRHomApM,Nqq. IfA is a compact dg algebra (i.e.
ř

nPZ dimCH
npAq ă 8) then RHomApM,Nq P DbpCq as long as M,N P DbpAq by

[Shk, Lemma 3.2].

A morphism between two dg algebras A and A1 is a degree preserving algebra

homomorphism ϕ : A Ñ A1 with ϕ ˝ BA “ BA1 ˝ ϕ. Such a morphism is called a

quasi-isomorphism if it induces an isomorphism HnpA, BAq » HnpA1, BA1q for all

n P Z. A quasi-isomorphism induces an equivalence of triangulated categories

DpAq DpA1q

f

g

where f and g are the extension and restriction of scalars, respectively, with re-

spect to the quasi-isomorphism [Lemma 37.1 of Stacks project]. Since f and g

preserves direct sum, they also preserve perfect objects. Therefore, we also have an

equivalence DbpAq » DbpA1q.

3.1.2. Dg quiver. Roughly speaking, the notion of a dg quiver is obtained by re-

placing CrQs{I by a Zď0-graded dg algebra. Precisely, a dg quiver Q is a usual

(finite and acyclic) quiver Q “ pQ0,Q1, s, tq together with a Zď0-grading function

| ¨ | : Q1 Ñ Zď0 and a differential B on CrQs which we explain now. First, a grading

function on Q1 is a decomposition into a disjoint union

Q1 “
ž

nď0

Q
pnq

1

5In the literature, this is often called as a perfect derived category and denoted by DperfpAq. We
use the nonstandard notation and terminology because we work only in cases where the bounded
derived category agrees with the perfect derived category.
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which induces a Zď0-graded algebra structure on CrQs “
À

nď0

CrQspnq. Second, a

differential on CrQs is a degree 1 map

B : CrQs Ñ CrQs

satisfying the graded Leibniz rule and preserving the source and target. By Leibniz

rule, B is uniquely determined by its value on the set of edges Q1. This makes

pCrQs, Bq a dg algebra, so all the notions from Section 3.1.1 apply to dg quivers.

Note that CrQs is a compact dg algebra because Q is finite and acyclic. Denote

by Repdg
Q the dg category of dg CrQs-modules. The associated (bounded) derived

category DbpQq has dg enhancements induced from h-projdgQ .

Example 3.1. For each v P Q0, we have a projective dg module P pvq :“ CrQs ¨ 1v

and a simple dg module Spvq :“ 1v ¨ CrQs ¨ 1v. Given a left dg CrQs-module

M , Mv “ 1v ¨ M is a complex of vector spaces. It is easy to check that the

map Homgr
QpP pvq,M rnsq Ñ M

pnq
v defined by f ÞÑ p´1q

npn`1q

2 fp1vq produces an

isomorphism of complexes of vector spaces

Hom‚
QpP pvq,Mq » Mv .

In particular, P pvq is h-projective and perfect since clearly M acyclic implies that

Mv is acyclic and the p´qv construction commutes with arbitrary direct sums.

The underlying quiver of a dg quiverQ is defined asQ :“ pQ0,Q
p0q

1 , s, tq consisting

only of degree zero arrows. The underlying quiver is equipped with an ideal of

relations

I :“ image
`

B : CrQs
p´1q

Ñ CrQs
p0q
˘

Ď CrQs
p0q

“ CrQs.

By definition, we have

H0
pCrQs, Bq “ CrQs{I.

Example 3.2. Let pQ, Iq be a quiver with relations. Fix a choice of generating

relations I “ pr1, . . . , rnq. Given such a choice, we have a dg quiver Q such that

Q0 “ Q0, Q
p0q

1 “ Q1, Q
p´1q

1 “ tr̃1, . . . , r̃nu, Q
pă´1q

1 “ H

with spr̃iq “ spriq and tpr̃iq “ tpriq. Putting Bpr̃iq “ ri, this uniquely extends to

a differential on CrQs by the graded Leibniz rule. We clearly have H0pCrQsq “

CrQs{I.

We call a dg quiver quasi-smooth ifQ
pnq

1 “ H for n ă ´1. The above construction

shows that a quasi-smooth dg quiver is equivalent to a quiver with a choice of

generating relations I “ pr1, . . . , rnq. We will use these two notions interchangeably.

When Q is quasi-smooth, we will write Q2 “ Q
p´1q

1 , so that Q0, Q1, Q2 are the sets

of vertices, edges and relations, respectively; this matches the notation in [Joy2,

Definition 6.2].
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3.1.3. Path algebra as a tensor algebra. The description of the path algebra that

we now give will later be used to describe the standard resolution on a dg quiver.

Let Q be a (usual) quiver and let S be the algebra

S “
à

vPQ0

C1v

with multiplication given by 12
v “ 1v and 1v1w “ 0 for v ‰ w. Note that a left

S-modules is the same as a C-vector space T together with a decomposition T “

‘vPQ0T pv,´q, where T pv,´q “ 1v ¨T . Similarly, a right S-module is a vector space

together with a decomposition with summands T p´, vq “ T ¨ 1v and a bimodule

comes with a decomposition with summands T pv, wq “ 1v ¨ T ¨ 1w. If T1 is a right

S-module and T2 is a left S-module then

T1 bS T2 “
à

vPQ0

T1p´, vq bC T2pv,´q .

The source and target maps give T :“
À

ePQ1
Ce the structure of S-bimodule

where T pv, wq is spanned by the arrows w ÞÑ v. Then the path algebra of a (usual)

quiver can be described as the tensor algebra of T over S

TSpT q “
à

ně0

T bS T bS . . . bS T´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
n times

.

If we replace Q by a dg quiver Q, then T becomes naturally a graded S-bimodule.

Endowing the path algebra CrQs with a differential is the same as giving a map of

degree 1 between the graded S-bimodules T Ñ TSpT q “ CrQs.

3.2. Dg replacement of quiver with relations. A dg replacement of a quiver

with relations pQ, Iq is a dg quiver Q with the following properties:

(1) the underlying quiver of Q is Q,

(2) the zeroth cohomology is H0pCrQs, Bq “ CrQs{I,

(3) H ipCrQs, Bq “ 0 for all i ă 0.

By definition, we have a quasi-isomorphism CrQs Ñ CrQs{I where CrQs{I is given

a trivial dg structure. This induces an equivalence between triangulated categories

DbpQq DbpQ, Iq

f

g

where f and g are the extension and restriction of scalars, respectively. In particular,

h-projdgQ induces a dg enhancement of DbpQ, Iq.

A dg replacement of pQ, Iq always exists, see [KY, Lemma 2.2] or [Opp, Con-

struction 2.6]. Moreover, it was observed in [Opp, Remark 2.9] that Koszul duality

provides a canonical (up to choice of basis) dg replacementQ with number of arrows
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specified by the dimensions of Ext groups of the simple modules in RepQ,I . For the

convenience of the reader, we state this and provide a proof below.

Theorem 3.3. Let pQ, Iq be an (acyclic, finite) quiver with relations and set A :“

CrQs{I. Then there is a dg replacement Q of pQ, Iq such that the number of arrows

from v P Q0 “ Q0 to w P Q0 “ Q0 of degree ´k is

dimExtk`1
A pSpvq, Spwqq .

In particular, if RepQ,I has homological dimension 2 then pQ, Iq admits a quasi-

smooth dg replacement, i.e., there is a choice of generators of I such that the dg

quiver in Example 3.2 is a dg replacement.

Proof. This is a consequence of Koszul duality for augmented A8-algebras over

S, see [LPWZ, Theorem A] (over a field) and [Su, Lemma 3.6, Lemma 3.8]. An

A8-algebra over S is a graded S-bimodule together with a family of higher multi-

plications mn : A
bSn Ñ A satisfying certain compatibilities; in particular m1 is a

derivation and any dg algebra is a A8 algebra withmn “ 0 for n ą 2. Given an aug-

mented A8-algebra A over S with augmentation ideal J , the authors in [LPWZ, Su]

define the Koszul dual of A, which is an augmented dg algebra over S (note that

any A8-algebra is quasi-isomorphic to a dg algebra). As a graded S-bimodule, it is

the dual of the bar construction

EpAq “ TS

`

DpJr1sq
˘

,

where Dp´q “ HomSp´, Sq and Jr1s denotes the suspension of J .

We apply [LPWZ, Theorem A], [Su, Lemma 3.8] to the algebra A “ CrQs{I

(regarded as a A8-algebra with mn “ 0 for n ‰ 2) with augmentation ideal J

given by paths of length ě 1; it says that EpEpAqq is a dg algebra quasi-isomorphic

to A. By a theorem of Kadeishvili [Kad], for any A8-algebra E there is a A8-

algebra structure on the cohomology H˚pEq (with differential m1 “ 0) that makes

H˚pEq quasi-isomorphic to E. In particular, since the dual of the bar construction

computes Ext groups, there is a A8-algebra structure on the Ext algebra

Ext˚
ApS, Sq

that makes is quasi-isomorphic to EpAq; the augmentation ideal is Extě1
A pS, Sq. It

follows that A is quasi-isomorphic to the dg algebra

EpEpAqq » TS

`

D
`

Extě1
A pS, Sqr1s

˘˘

where the differential is induced by the A8-algebra structure on the Ext algebra.

After choosing a basis of D
`

Extě1
A pS, Sqr1s

˘

we get the required dg quiver Q, with

arrows in bijection with the elements of the aforementioned basis. □

Example 3.4. Consider the Beilinson quiver with relations pQ, Iq from Exam-

ple 2.3. Denote by Q the quasi-smooth dg quiver according to the choice of the 6
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generators of I in Example 2.3 (recall Example 3.2). This dg quiver is the canoni-

cal dg replacement of pQ, Iq given by Theorem 3.3, as we now proceed to explain.

Recall [Bei] that there is an isomorphism between DbpQ, Iq and DbpP2q sending the

simple modules Sp1q, Sp2q, Sp3q to

E1 “ OP2p´1qr2s , E2 “ OP2r1s , E3 “ OP2p1q ,

respectively. The Ext-algebra appearing in the proof of Theorem 3.3 is

S ‘ Ext1pE1, E2q ‘ Ext1pE2, E3q ‘ Ext2pE1, E3q .

Its A8 structure, in this case, is just of a usual graded associative algebra, i.e.

mn “ 0 for n ą 2 since there are no paths of length ą 2 in Q. Its augmentation

ideal is Extě1. Therefore, the path algebra of the canonical dg replacement is

TS

`

DExt1pE1, E2q ‘ DExt1pE2, E3q´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
deg 0

‘DExt2pE1, E3q´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
deg ´1

˘

.

The differential is the dual of the multiplication map

Ext1pE1, E2q b Ext1pE2, E3q Ñ Ext2pE1, E3q .

Note now that

Ext1pE1, E2q » H0
pOP2p1qq » Ext1pE2, E3q and Ext2pE1, E3q » H0

pOP2p2qq ,

so the multiplication map is identified with

H0
pOP2p1qq b H0

pOP2p1qq Ñ Sym2
pH0

pOP2p1qqq » H0
pOP2p2qq .

Thus, the differential is

δ : Sym2
pDH0

pOP2p1qqq Ñ DH0
pOP2p1qq b DH0

pOP2p1qq ,

given by the symmetrization map xy ÞÑ x b y ` y b x. By picking a basis

tx1, x2, x3u of DH0pOP2p1qq and corresponding basis ta1, a2, a3u and tb1, b2, b3u of

DExt1pE1, E2q and DExt1pE2, E3q, respectively, we get a basis of DExt2pE1, E3q »

Sym2
pDH0pOP2p1qqq given by txixju1ďiďjď3. These choices of basis produce exactly

the quasi-smooth dg quiver Q from Example 2.3.

3.3. Standard resolution of dg modules.

We now recall some statements about standard resolutions of representations in

the context of dg quivers and quivers with relations; see Section 2.1.3 for the case

of a quiver with no relations.

We start with the dg quiver case and then use dg replacements to deduce the

results we want in the case of quivers with relations. Let Q be a dg quiver and

denote by A “ CrQs its path dg algebra. Recall from 3.1.3 that CrQs is described

as a tensor algebra A “ TSpT q with differential induced by a degree 1 map of

S-bimodules B : T Ñ A.
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Theorem 3.5 ([Kel2, Proposition 3.7]). Let M be a perfect left dg A-module.

Then we have the following distinguished triangle in DbpAq:

A bS T bS M Ñ A bS M Ñ M .

Hence the cone CpA bS T bS M Ñ A bS Mq is an h-projective resolution of M .

Proof. This is shown in loc. cit. when M “ A in the category of A-bimodules, so

the statement here just follows from tensoring on the right with M .

We just make a few remarks about the theorem. The two maps in the distin-

guished triangle are a b e b x ÞÑ ae b x ´ a b ex and a b x ÞÑ ax, respectively.

Identifications from Section 3.1.3 give

(4) AbSM “
à

vPQ0

P pvqbCMv and AbSTbSM “
à

ePQ1

P ptpeqqbCMspeqr´|e|s .

Note that Mv » RHomApP pvq,Mq is a bounded complex since A is compact and

P pvq,M are perfect. Therefore, the two terms in (4) are h-projective and perfect.

The differential δ on A bS T bS A (making it an A-bimodule, and hence making

A bS T bS M a left A-module) is defined by the composition

T
B
ÝÑ A

∇
ÝÑ A bS T bS A

where ∇ is defined on paths by

∇pe1 . . . ekq “

n
ÿ

i“1

e1 . . . ei´1 b ei b ei`1 . . . en . □

This h-projective resolution gives an easy computation of Ext groups and, in

particular, of the Euler pairing

χQpM,Nq “
ÿ

nPZ

p´1q
n dimExtnQpM,Nq .

As usual, the Euler pairing is well-defined in KpQq “ ZQ0 .

Proposition 3.6. Let M,N be perfect left dg A-modules. Then RHomApM,Nq

is isomorphic in DbpCq to the cone of

‘ePQ1RHomCpMspeq, Ntpeqqr |e| s Ñ ‘vPQ0RHomCpMv, Nvq .

In particular, we have

χQpd, d1
q “

ÿ

vPQ0

dv ¨ d1
v ´

ÿ

ePQ1

p´1q
|e|dspeq ¨ d1

tpeq .
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Proof. This follows from applying RHomAp´, Nq to the standard resolution in The-

orem 3.5 and using the Hom–tensor adjunction, as well as the remark in Exam-

ple 3.1. Recalling equation (4), we have

RHomA

`

A bS T bS M,N
˘

“
à

ePQ1

RHomA

`

P ptpeqq bC Mspeqr´|e|s, N
˘

“
à

ePQ1

RHomC
`

Mspeq,RHomApP ptpeqq, Nq
˘

r |e| s

“
à

ePQ1

RHomC
`

Mspeq, Ntpeq

˘

r |e| s .

A similar analysis holds for A bS M . □

The next proposition uses the standard resolution for dg quivers to give a stan-

dard resolution for quivers with relations. The result, without the injectivity part,

appears in [Bar, Proposition 2.1].

Proposition 3.7. Let pQ, Iq be a quiver with relations and let A “ CrQs{I. Let

M be a left A-module. Fix a set of generators of I and corresponding quasi-

smooth quiver Q with set of arrows Q2 “ Q
p´1q

1 of degree ´1 corresponding to

these generators. Then we have an exact sequence of A-modules
à

r̃PQ2

P ptpr̃qq bC Mspr̃q Ñ
à

ePQ1

P ptpeqq bC Mspeq Ñ
à

vPQ0

P pvq bC Mv Ñ M Ñ 0 .

Furthermore, if Q is a dg replacement of Q then the left most arrow is injective and

RepQ,I has homological dimension at most 2.

Proof. Let A “ CrQs. Then A “ H0pAq and there is a map A Ñ A of dg algebras

(where we regard A as a dg algebra supported in degree 0). Applying Theorem 3.5

to the moduleMA obtained by restriction of scalars and tensoring the exact triangle

by A bL
A ´ we obtain the following exact triangle in DbpAq:

P Ñ A bS M Ñ A b
L
A MA

where P is the complex

A bS T
p´1q

bS M
δ

ÝÑ A bS T
p0q

bS M .

The exact triangle gives a long exact sequence on cohomology. Since H0pA bL
A

MAq “ M we obtain

(5) TorA1 pA,MAq Ñ H0
pP q Ñ A bS M Ñ M Ñ 0 .

We claim that TorA1 pA,MAq “ 0. Let τď´1A be the dg A-bimodule obtained by

truncating A:

. . . Ñ Ap´3q
Ñ Ap´2q

Ñ kerpB´1q

where kerpB´1q is in degree ´1. We have a distinguished triangle

τď´1A Ñ A Ñ A .
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Applying ´ bL
A MA to this triangle and looking at the long exact sequence on

cohomology gives an exact sequence

0 “ TorA1 pA,MAq Ñ TorA1 pA,MAq Ñ TorA0 pτď´1A,MAq “ 0

where the last equality holds due to the fact that τď´1A is supported in p´8,´1s

and MA is supported in degree 0.

By definition, H0pP q is cokerpδq, so we obtain from (5) an exact sequence

A bS T
p´1q

bS M
δ

ÝÑ A bS T
p0q

bS M Ñ A bS M Ñ M Ñ 0 ,

which is exactly the claim.

Suppose now thatQ is a dg replacement of Q, i.e. A Ñ A is a quasi-isomorphism.

Then AbL
AMA is isomorphic toM ; in particular, TorAi pA,MAq “ H´ipAbL

AMAq “

0 for i ‰ 0. It follows that

kerpδq “ H´1
pP q » TorA2 pA,MAq “ 0 . □

Proposition 3.8. Let pQ, Iq be a quiver with relations such that A “ CrQs{I has

homological dimension ď 2 and let Q be a quasi-smooth dg replacement of pQ, Iq.

Given two left A-modules M and N , RHomApM,Nq is represented by the complex
à

r̃PQ2

HomCpMspr̃q, Ntpr̃qq Ñ
à

ePQ1

HomCpMspeq, Ntpeqq Ñ
à

vPQ0

HomCpMv, Nvq .

In particular,

χQ,Ipd, d1
q “

ÿ

vPQ0

dv ¨ d1
v ´

ÿ

ePQ1

dspeq ¨ d1
tpeq `

ÿ

r̃PQ2

dspr̃q ¨ d1
tpr̃q .

Proof. The proof is analogous to that of Proposition 3.6, but now we use the stan-

dard resolution in Proposition 3.7 instead of the one in Theorem 3.5. □

As an example, the Euler pairing χQ,I for the Beilinson quiver with relations (cf.

Examples 2.3, 3.4) is

χQ

`

pd1, d2, d3q, pd
1
1, d

1
2, d

1
3q
˘

“ d1d
1
1 ` d2d

1
2 ` d3d

1
3 ´ 3d1d

1
2 ´ 3d2d

1
3 ` 6d1d

1
3 .

4. Virasoro constraints for quasi-smooth quivers

4.1. Derived enhancements and virtual classes. In Section 2.2, we consid-

ered various moduli stacks and spaces corresponding to a quiver with relations

pQ, Iq. In the same section, it is explained that if we choose generating relations

I “ pr1, . . . , rnq, or equivalently the corresponding quasi-smooth dg quiver Q (cf.

Example 3.2), we have an explicit description of the moduli stack of representations

of pQ, Iq as a zero locus

Ed

Md “ Zeropsdq Ad
id

sd
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inside the smooth stack Ad. By instead taking the derived zero locus in the same

diagram, we obtain a derived stack

Md :“ Zeropsdq ãÑ Ad.

This is a quasi-smooth derived stack of (virtual) dimension

dimpMdq “ dimpAdq ´ rkpEdq

“ ´
ÿ

vPQ0

d2v `
ÿ

ePQ1

dspeq ¨ dtpeq ´
ÿ

r̃PQ2

dspr̃q ¨ dtpr̃q

“ ´χQpd, dq.

The same construction works for the θ-(semi)stable locus and for their good moduli

spaces [AHPS, Theorem 2.12]. In particular, we have a derived good moduli scheme

Mθ´ss
d “ rRθ´ss

d {GLds Ñ M θ´ss
d

and a Gm-gerbe

Mθ´st
d “ rRθ´st

d {GLds Ñ M θ´st
d

whose classical truncations recover the constructions in Section 2.2. Here, the de-

rived enhancement of the θ-stable locus can be described as a zero locus

Epl
d

M θ´st
d “ Zeropspld q Aθ´st

d .
id

spld

where Epl
d is the descent of Ẽd from Aθ´st

d Ď Ad by the PGLd-action. This defines

a quasi-smooth derived enhancement of M θ´st
d which induces a virtual class

“

M θ´st
d

‰vir
P A1´χQpd,dqpM

θ´st
d q.

We emphasize again that even if the moduli space M θ´st
d is independent of the

choice of generators I “ pr1, . . . , rnq, its derived enhancement and virtual class,

even the virtual dimension, depends on the choice of generators, or equivalently on

the corresponding quasi-smooth dg quiver Q.

Derived structures in the presence of framing can also be defined analogously.

Given a quasi-smooth dg quiver Q and a framing vector f P NQ0zt0u, we can

define an unframed dg quiver Qf in the same way as in Section 2.3.4 where all the

added arrows from 8 are assigned to be degree zero. Then the framed/unframed

correspondence also holds in the derived sense. We leave the details to the reader.

4.2. Descendent algebra and Virasoro operators.
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4.2.1. Descendent algebra. Let Q be a quasi-smooth dg quiver with underlying

quiver with relations pQ, Iq. We explain how to obtain natural cohomology classes

on the moduli stack M via the universal representation. The descendent algebra

of Q, denoted by DQ, is a free commutative Q-algebra generated by symbols
!

chkpvq

ˇ

ˇ

ˇ
k P N, v P Q0

)

.

We will denote6 by HpQq “ QQ0 the set of formal linear combinations of vertices.

Given a P HpQq with component av P Q in the v-th entry, we define

chkpaq “
ÿ

vPQ0

avchkpvq P DQ .

We define a Q-algebra homomorphism, called realization homomorphism,

ξ : DQ
Ñ H˚

pM,Qq, chkpvq ÞÑ chkpVvq.

If we restrict this homomorphism to Md, or any of its open substacks, it factors

through the quotient algebra

ξd “ ξ : DQ
d :“ DQ

{xch0pvq “ dvy Ñ H˚
pMd,Qq .

4.2.2. Virasoro operators. We define the Virasoro operators tLn |n ě ´1u on the

descendent algebra DQ. The operators naturally decompose into two parts Ln “

Rn ` Tn. First, Rn is a derivation operator such that

Rnpchkpvqq “ k ¨ pk ` 1q ¨ ¨ ¨ pk ` nq chk`npvq.

Second, Tn is a multiplication operator by an element

Tn “
ÿ

a`b“n

a!b!

˜

ÿ

vPQ0

chapvqchbpvq ´
ÿ

ePQ1

chapspeqqchbptpeqq `
ÿ

r̃PQ2

chapspr̃qqchbptpr̃qq

¸

for which we use the same notation. Note that this can be succinctly written using

the Euler form as

Tn “
ÿ

a`b“n

a!b!
ÿ

v,wPQ0

χQpv, wqchapvqchbpwq .

One can check that these operators satisfy (the dual version of) the Virasoro

bracket formula

rLn, Lms “ pm ´ nqLn`m P EndpDQ
q.

Since the Rn operators annihilate ch0pvq classes, the Virasoro operators also descend

to DQ
d . To define cohomology classes on the projective linear stack, we use the weight

zero descendent subalgebras defined as

DQ
wt0

:“ kerpR´1q Ă DQ, DQ
d,wt0

:“ kerpR´1q Ă DQ
d .

Lemma 4.1. There is a well-defined homomorphism

ξ : DQ
d,wt0

Ñ H˚
pMpl

d ,Qq.

6In the analogy with the descendent algebra for moduli spaces of sheaves on a variety X (cf.
[BLM, Section 2.2]), HpQq plays the role of the cohomology H˚pXq.
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Proof. We closely follow [BLM, Lemma 4.10]. When d “ 0, the homomorphism is

defined so that all chkpiq are mapped to zero. Now we assume that d ‰ 0. Then

the projective linearlization defines a Gm-gerbe

Πpl
d : Md Ñ Mpl

d

that comes from the BGm-action

ρ : BGm ˆ Md Ñ Md

introduced in Section 5.2. From this description, it follows that

H˚
pMpl

d ,Qq “
␣

x P H˚
pMd,Qq

ˇ

ˇ ρ˚
pxq “ 1 b x

(

Ă H˚
pMd,Qq.

On the other hand, we have a commuting diagram

DQ
d DQ

d JζK

H˚pMd,Qq H˚pBGm,Qq b H˚pMd,Qq

eζR´1

ξ ξ

ρ˚

as in [BLM, Lemma 2.8]. Here ξ on the right column maps ζ to c1pQq where Q is

the universal line bundle over BGm. Therefore, if D P DQ
d,wt0

, then

ρ˚
˝ ξpDq “ ξ ˝ eζR´1pDq “ 1 b ξpDq.

This implies that ξpDq forD P DQ
d,wt0

lies in the subspaceH˚pMpl
d ,Qq Ă H˚pMd,Qq.

□

By restricting to an open subsetM θ´st
d Ď Mpl

d we can get an analogous realization

homomophism ξ : DQ
d,wt0

Ñ H˚pM θ´st
d q for the moduli space.

4.3. Virasoro constraints. We now state the Virasoro constraints for a quasi-

smooth dg quiver Q. Define the weight zero Virasoro operator

Lwt0 :“
ÿ

ně´1

p´1qn

pn ` 1q!
Ln ˝ pR´1q

n`1 : DQ
Ñ DQ

wt0 .

Theorem 4.2. Let Q be a quasi-smooth dg quiver. If M θ´st
d “ M θ´ss

d , then we

have

(6)

ż

rMθ
d svir

ξ ˝ Lwt0pDq “ 0 for all D P DQ.

Proof of this theorem will be carried out in Section 6. In the same section, we

also explain how this statement generalizes to the case with strictly θ-semistable

representations using the vertex algebra formalism and Joyce’s invariant class.
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4.3.1. Framed analog. Let Q be a quasi-smooth dg quiver and f P NQ0zt0u be a

framing vector. We have the same realization homomorphism for Mf�˚

ξ : DQ
Ñ H˚

pMf�˚q, chkpvq ÞÑ chkpVvq

and for the open subsetM θ
f�d. Recall that, unlike in the unframed case, the projec-

tive scheme M θ
fÑd admits a unique universal object and a map to the stack M θ

f�d.

Define the framed Virasoro operators tLf�˚
n |n ě ´1u on the descendent algebra

DQ by Lf�˚
n “ Rn ` Tf�˚

n where Rn is the same as before and

Tf�˚
n “ Tn ´ n!

˜

ÿ

vPQ0

fv ¨ chnpvq

¸

.

One can check that these operators also satisfy the Virasoro bracket formula

rLf�˚
n , Lf�˚

m s “ pm ´ nqLf�˚
n`m P EndpDQ

q.

The framed Virasoro constraints are stated as follows.

Theorem 4.3. Let Q be a quasi-smooth dg quiver. For any framing vector f P

NQ0zt0u and stability condition θ, we have

(7)

ż

rMθ
f�dsvir

ξ ˝ Lf�d
n pDq “ 0 for all n ě 0, D P DQ.

We now show that the framed/unframed correspondence (cf. Section 2.3.4) pre-

serves Virasoro constraints; thus Theorem 4.3 is implied by Theorem 4.2. In the

proposition below, Q is a quasi-smooth dg quiver with a framing vector f P NQ0zt0u

and Qf is the corresponding unframed dg quiver. Also, let θ be any stability con-

dition of Q and θ̃ be the corresponding one for Qf according to Section 2.3.4.

Proposition 4.4. Through the framed/unframed correspondence isomorphism

M θ
f�dpQ, Iq » M θ̃

p1,dqpQ
f , If q ,

the framed Virasoro constraints (7) for M θ
f�dpQ, Iq become equivalent to the un-

framed Virasoro constraints (6) for M θ̃
p1,dq

pQf , If q.

Proof. Let V “ pVvqvPQf
0
be the universal representation on M θ̃

p1,dq
pQf , If q normal-

ized so that V8 is the trivial line bundle. In particular, we have ξVpch1p8qq “ 0.

This is analogue to the notion of δ-normalized universal sheaf in [BLM, Definition

2.13]. In [BLM, Proposition 2.16] it is proven (in the context of sheaves, but the

same proof applies verbatim) that the Virasoro constraints for M θ̃
p1,dq

pQf , If q are

equivalent to

(8)

ż

rM θ̃
p1,dq

pQf ,If qsvir

ξV
``

LQ
f

n ` S8
n

˘

pDq
˘

“ 0 for all n ě ´1, D P DQf

,

where LQ
f

n “ Rn ` TQf

n are the Virasoro operators defined in DQf
(see Section 4.2)

and

S8
n “ ´pn ` 1q!chnp8q ´ pn ` 1q!chn`1p8q ˝ R´1 .
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By identifying DQf
“ DQ b Qrch0p8q, ch1p8q, . . .s we can write

TQf

n “ TQ
n ´

ÿ

vPQ0

fv
ÿ

a`b“n

a!b!chap8qchbpvq `
ÿ

a`b“n

a!b!chap8qchbp8q .

Since ξVpchap8qq “ 0 for all a ą 0, equation (8) for n ą 0 (note that for n “ ´1

the equation is trivial and for n “ 0 it is the dimensional constraint) is equivalent

to
ż

rM θ̃
p1,dq

pQf ,If qsvir

ξV

´´

Rn ` TQ
n ´

ÿ

vPQ0

fvn!chnpvq

¯

pDq

¯

“ 0 for D P DQf

.

Note that the universal representation on M θ
f�dpQ, Iq is pVvqvPQ0 , so when D P

DQ Ď DQf
these are precisely the framed Virasoro constraints (7) for Q, showing

that the unframed Virasoro constraints imply the framed Virasoro constraints. Con-

versely, the framed Virasoro constraints imply the unframed Virasoro constraints

since equation (8) holds for any D of the form D “ chkp8qD1 with k ą 0 as all the

terms appearing trivially vanish due to ξVpchkp8qq “ ξVpchk`np8qq “ 0. □

4.4. Geometricity of Virasoro operators. A simple but fairly interesting ob-

servation that the authors learned from A. Mellit is that the framed Virasoro con-

straints imply that the Rn operators descend to cohomology of moduli spaces of

framed representations when those are smooth. We also prove the analogous state-

ment for the smooth moduli stack of unframed representations by approximating its

cohomology by the cohomology of framed moduli spaces. We call this phenomena

the geometricity of the Virasoro operators. Let Q be a quasi-smooth dg quiver and

pQ, Iq be the underlying quiver with relations below.

Definition 4.5. Let M be a moduli space or a moduli stack admitting a universal

representation of pQ, Iq, and hence a realization homomorphism ξ : DQ Ñ H˚pMq.

We say that the Virasoro operator Rn is geometric on M if Rn descends via ξ, i.e.

there is a dashed arrow completing the diagram

DQ DQ

H˚pMq H˚pMq .

Rn

ξ ξ

Rn

Remark 4.6. (i) Note that Tn part of the Virasoro operator descends for a trivial

reason since it is just multiplication by an element. So asking for Rn to descend

is the same as asking for Ln to descend. (ii) When M is the moduli stack of

representations Mθ´ss
d , the operator R´1 is always geometric because it comes from

the BGm-action on the moduli stack.

This notion is more natural to consider when the realization homomorphism ξ

is surjective. In this case, the geometricity of the Virasoro operators is equivalent

to the ideal of relations kerpξq being closed under the action of Rn. We make the
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following assumptions to guarantee smoothness of the involved moduli stacks and

spaces, and we prove surjectivity of ξ under these assumptions.

Assumption 4.7. Let pQ, Iq be a quiver with relations together with d and θ.

(1) pQ, Iq has homological dimension at most two.

(2) For any V1, V2 P Mθ´ss
d , we have Ext2Q,IpV1, V2q “ 0.

Under these assumptions, we write Q for the canonical quasi-smooth dg quiver

associated to pQ, Iq. Note that this assumption is automatic if I “ 0. It is also

satisfied when the quiver pQ, Iq is obtained from certain exceptional collections on

del Pezzo surfaces and θ-stability is identified with stability of sheaves on the del

Pezzo; we will further explore this in Section 7.

Remark 4.8. Under the above assumptions, the moduli stack Mθ´ss
d is smooth by

deformation theory. For any framing vector f P NQ0zt0u, the moduli space M θ
fÑd

of limit θ-stable framed representations is also smooth by the diagram (3).

Proposition 4.9. Under Assumption 4.7, the realization homomorphisms

DQ
d Ñ H˚

pMθ´ss
d q, DQ

d Ñ H˚
pM θ

fÑdq

are surjective.

Proof. The surjectivity of the realization homomorphism for M θ
fÑd can be deduced

from [KW, Theorem 1], as we now explain. The moduli M “ M θ
fÑd parametrizes

CrQf s{If -modules and admits a universal representation

Vf
“

à

vPQf
0

Vv “ OM ‘
à

vPQ0

Vv ,

which is naturally a
`

CrQf s{If
˘

bOM -module. First, we observe that for a CrQf s{If -

module V f (i.e. a framed representation) we have by Proposition 3.7 a resolution

(9) 0 Ñ
à

r̃PQ2

P ptpr̃qq b Vspr̃q Ñ
à

ePQf
1

P ptpeqq b Vspeq Ñ
à

vPQf
0

P pvq b Vv Ñ V f
Ñ 0 .

Note that injectivity on the left follows from the corresponding injectivity for the

the resolution of the underlying CrQs{I module, which in turn is guaranteed by

Assumption 4.7 (1). In particular, pQf , If q also has homological dimension 2. By

comparing the leftmost arrows in the resolutions given by Proposition 3.8 for pQ, Iq

and pQf , If q it is also clear that Ext2pV f ,W f q “ 0 if Ext2pV,W q “ 0, where V,W

are the unframed representations underlying V f ,W f . Hence, by Assumption 4.7 (2)

Ext2pV f ,W f q “ 0 for V f ,W f in M θ
fÑd. In particular M θ

fÑd is smooth and we have

rM θ
f�dsvir “ rM θ

f�ds. This also verifies the conditions (i) and (ii) in [KW, Theorem

1]. From (9) we get a resolution of the
`

CrQf s{If
˘

b OM -module

(10) 0 Ñ
à

r̃PQ2

P ptpr̃qq b Vspr̃q Ñ
à

ePQf
1

P ptpeqq b Vspeq Ñ
à

vPQf
0

P pvq b Vv Ñ Vf
Ñ 0 ,



VIRASORO CONSTRAINTS AND REPRESENTATIONS FOR QUIVER MODULI SPACES 33

which is condition (iii) in loc. cit., so we conclude that H˚pM θ
fÑdq is generated as

an algebra by the Chern classes (or, equivalently, Chern characters) of the vector

bundles Vv; note that V8 is the trivial vector bundle, so it is enough to use Vv

for v ‰ 8 to generate, which proves the surjectivity of the realization map to the

cohomology.

We prove the corresponding statement for the moduli stack of representations by

using the approximation result in Proposition 2.8. Let π : M θ
fÑd Ñ Mθ´ss

d be the

forgetful morphism. This defines a commuting diagram

H˚pM θ
fÑdq

DQ
d H˚pMθ´ss

d q

π˚

because V in the universal framed representation pV , ϕq on M θ
fÑd is pulled back

from Mθ´ss
d . We have already proven for the framed moduli space M θ

fÑd that

the realization homomorphism is surjective. The surjectivity for Mθ´ss
d follows

from Proposition 2.8 because we can choose f arbitrarily large according to the

cohomological degree. □

Theorem 4.10. Under Assumption 4.7, the Virasoro operators are geometric on

Mθ´ss
d and M θ

fÑd, i.e. Rn descends via the surjective realization homomorphisms

DQ
d Ñ H˚

pMθ´ss
d q, DQ

d Ñ H˚
pM θ

fÑdq .

Proof. We use the framed Virasoro constraints to show that the Rn operators de-

scend via ξ : DQ
d Ñ H˚pM θ

fÑdq. Since ξ is surjective by Proposition 4.9, it is enough

to show that Rn preserves the kernel of ξ. Let D P DQ
d be such that ξpDq “ 0 and

let E P DQ
d be arbitrary. By Theorem 4.3 we have the following:

0 “

ż

Mθ
fÑd

ξ
`

LfÑd
n pDEq

˘

“

ż

Mθ
fÑd

ξpRnpDqEq `

ż

Mθ
fÑd

ξ
`

DLfÑd
n pEq

˘

.

Since we assume that ξpDq “ 0 the last integral vanishes, so
ż

Mθ
fÑd

ξpRnpDqqξpEq “ 0

for any E. Since ξ is surjective, by Poincaré duality it follows that ξpRnpDqq “ 0.

The statement for the stackMθ´ss
d can be deduced from the framed statement and

the approximation result in Proposition 2.8, as in the proof of Proposition 4.9. □

Remark 4.11. The notion of geometricity of the Virasoro operators also makes

sense for moduli spaces of sheaves. Geometricity of the Virasoro operators on moduli

stacks of semistable bundles on curves or torsion-free sheaves on del Pezzo surfaces

can be deduced from the Virasoro constraints shown in [BLM] by using arguments
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similar to the ones here, replacing moduli of limit stable framed representations by

moduli of Joyce–Song pairs.

5. Vertex algebras from dg categories

As discovered in [BLM], vertex algebras, in particular the ones constructed by

Joyce in [Joy1, GJT, Joy2], are deeply connected to the Virasoro constraints for

moduli spaces of sheaves. In this section, we introduce lattice vertex algebras and

Joyce’s vertex algebras from dg categories. The main result of this section is a

construction of a natural isomorphism from Joyce’s vertex algebra to lattice vertex

algebra under the assumptions that are satisfied for our applications.

We now briefly recall the necessary basic notions of vertex algebras; the reader can

find a much more detailed exposition in [Kac]. A vertex algebra is a vector space

V over a field (which, in this paper, will always be Q) equipped with a vacuum

vector |0y P V , a translation operator T : V Ñ V and a state-field correspondence

Y : V Ñ EndpV qJz´1, zK. This data has to satisfy certain axioms called vacuum

axiom, translation covariance and locality, see [Kac, Section 1.3].7 The state-field

correspondence can be encoded as a Z-collection of bilinear products ´pnq´ : V b

V Ñ V defined by

Y pu, zqv “
ÿ

nPZ

upnqv z
´1´n .

Given a vertex algebra V , there is a standard way, due to Borcherds [Bor], to

construct a Lie algebra associated to it. Define

qV :“ V {T pV q

and define a Lie bracket on qV by

ru, vs “ up0qv ,

where we denote by u P qV the image of u P V in the quotient. It can be shown

that this does not depend on the representatives u, v chosen and that it satisfies the

axioms of a Lie algebra.

Vertex algebras often come with a conformal element ω, see [Kac, Definition 4.10];

when this is the case we say that pV, ωq is a vertex operator algebra. The element

ω induces a representation of the Virasoro Lie algebra on V . More precisely, the

operators Ln :“ ωpn`1q P EndpV q satisfy the Virasoro bracket relations

“

Ln, Lm

‰

“ pn ´ mqLm`n `
n3 ´ n

12
δn`m,0 c ¨ id ,

where c P Q is some constant called the central charge of pV, ωq.

7Vertex algebras in [Kac] are super-vertex algebras. The vertex algebras considered in this paper
are entirely even. Moreover, even though every vertex algebra in this paper admits a Z-grading,
it will not be considered.
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5.1. Lattice vertex algebras. In this paper, a lattice is a finitely generated free

abelian group Λ together with a symmetric bilinear form B : ΛˆΛ Ñ Z. We do not

assume that the bilinear form is non-degenerate. The main example is the lattice

of a quasi-smooth dg quiver Q, namely Λ “ ZQ0 with the symmetrized Euler form

χsym
Q p´,´q.

We recall how the lattice Λ gives arise to a lattice vertex algebra

VApΛ, Bq :“
´

VΛ, |0y P VΛ, T : VΛ Ñ VΛ, Y : VΛ b VΛ Ñ VΛppzqq

¯

.

The underlying vector space is defined as a tensor product

VΛ “ QrΛs b DΛ

of a group algebra QrΛs and a free algebra DΛ :“ SympΛ b t´1Qrt´1sq. Recall that

the group algebra has a basis teαuαPΛ with a multiplication rule eα ¨ eβ “ eα`β. We

denote the element v ¨ t´k P DΛ for v P Λ and k ą 0 simply by v´k. Therefore,

general elements in VΛ are linear combinations of elements of the form

eα b v1´k1
¨ ¨ ¨ vℓ´kℓ

where α, v1, . . . , vℓ P Λ and k1, . . . , kℓ ą 0. In this notation, the vacuum vector is

defined as |0y :“ e0 b 1 P VΛ. We will abbreviate eα b 1 to eα and e0 b v1´k1
¨ ¨ ¨ vℓ´kℓ

to v1´k1
¨ ¨ ¨ vℓ´kℓ

.

For each v P Λ and k ą 0, we define the creation operation vp´kq as a left

multiplication by v´k. This defines a free DΛ-module structure on VΛ with a basis

teαuαPΛ. Therefore, to define an operator A : VΛ Ñ VΛ it suffices to specify the

commutator rA, vp´kqs for all v P Λ, k ą 0 and its values on the basis Apeαq for all

α P Λ. We define a translation operator T : VΛ Ñ VΛ in this way:

rT, vp´kqs “ k ¨ vp´k´1q, T peαq “ eα b α´1.

The definition of the state-field correspondence uses annihilation operators vpkq for

k ě 0. These are defined by

vp0qpe
α
q “ Bpv, αqeα , vpkqpe

α
q “ 0 for k ą 0 ,

rvpkq, wp´lqs “ k ¨ δk,l ¨ Bpv, wq ¨ id for k ě 0, l ą 0 .

Combining the creation and annihilation operators, we define

(11) Y pv´1, zq “
ÿ

nPZ

vpkqz
´1´k.

We also define

(12) Y peα, zq “ ϵα,βz
Bpα,βqeα exp

˜

´
ÿ

kă0

αpkq

k
z´k

¸

exp

˜

´
ÿ

ką0

αpkq

k
z´k

¸

when restricted to eβ bDΛ Ď VΛ. Here e
α is the operator sending eβ bw to eα`β bw

and ϵα,β “ ˘1 are signs satisfying some compatibility, see [Kac, 5.4.14]; the vertex

algebra is independent from the choice of signs, and when B is obtained as the

symmetrization of a bilinear form b : Λ ˆ Λ Ñ Z there is a canonical choice given
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by ϵα,β “ p´1qbpα,βq. The state-field correspondence is entirely determined by (11),

(12) together with the reconstruction theorem [Kac, Theorem 4.5].

5.1.1. Virasoro operators and primary states. When B is a non-degenerate pairing,

the lattice vertex algebra VΛ is well known to carry a natural conformal element

ω P VΛ [Kac, Proposition 5.5]. Given a basis tvu of Λ b Q, let tv̂u be its dual basis

with respect to B; then the conformal element is given by

(13) ω “
1

2
¨ e0 b

ÿ

v

v̂´1v´1 .

As explained in the beginning of Section 5, a conformal element induces Virasoro

operators Ln “ ωpn`1q for all n P Z. The central charge of ω is equal to the rank

of Λ.

Even when B is degenerate, it is possible to define a representation of half of the

Virasoro Lie algebra. Define operators Ln : VΛ Ñ VΛ for n ě ´1 by

(14) Lnpeαq “

$

’

&

’

%

eα b α´1 if n “ ´1
1
2
Bpα, αq

`

eα b 1
˘

if n “ 0

0 if n ą 0

and

(15) rLn, vp´kqs “ k ¨ vp´k`nq .

Note in particular that L´1 “ T .

Remark 5.1. We remark that in the case of non-degenerate lattice pΛ, Bq, Ln :“

ωpn`1q indeed satisfies the above properties; Equation (14) is p5.5.21 ´ 23q in [Kac]

and Equation (15) follows from [Kac, Corollary 4.10].

The operators Ln defined by (14) and (15) are functorial in the following sense.

Proposition 5.2. Let f : pΛ, Bq Ñ prΛ, rBq be a lattice embedding. Then the

induced vertex algebra homomoprhism ϕf : VΛ Ñ V
rΛ intertwines the operators Ln

and rLn defined by (14) and (15), i.e., ϕf ˝ Ln “ rLn ˝ ϕf .

Proof. The homomorphism ϕf is defined so that ϕf peαq “ efpαq for α P Λ and the

operator vpkq on VΛ and V
rΛ for v P Λ are compatible. This implies the proposition.

□

We can study the half of the Virasoro operators by embedding the lattice Λ

into a non-degenerate lattice. This in particular shows that they indeed satisfy the

Virasoro brackets.

Corollary 5.3. The operators Ln defined by (14) and (15) satisfy the Virasoro Lie

bracket

rLn, Lms “ pn ´ mqLn`m for n,m ě ´1 .
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Proof. In the non-degenerate case, this follows from the fact that Ln “ ωpn`1q where

ω is a conformal element. By Proposition 5.2, it suffices to find an embedding of

a lattice into a non-degenerate one which can always be done as follows. Let C be

any non-degenerate pairing on Λ and consider the pairing

rB “

„

B C
Ct 0

ȷ

on Λ ‘ Λ. Then prΛ, rBq is a non-degenerate symmetric lattice, and the inclusion

Λ ãÑ Λ ‘ Λ onto the first component is an inclusion of lattices. □

Remark 5.4. In [BLM] the authors worked with the pair vertex algebra to ensure

that there is an isomorphism with a non-degenerate lattice vertex algebra (see

Lemma 4.6 in loc. cit.), and hence a conformal element. The construction of a

non-degenerate lattice in the proof of Corollary 5.3 resembles the construction of

the pair vertex algebra from the sheaf vertex algebra.

The notion of primary states, usually defined for vertex algebras admiting a

conformal element, extends to vertex algebras of degenerate lattices as well.

Definition 5.5. Let VΛ be a (possibly degenerate) lattice vertex algebra. Define

the spaces of primary states

Pi “ tv P VΛ : L0pvq “ iv and Lnpvq “ 0 for n ą 0u Ď VΛ

qP0 “ P1{T pP0q Ď qVΛ .

Corollary 5.6. The space of primary states qP0 Ď qVΛ is a Lie subalgebra.

Proof. This follows again by embedding Λ into a non-degenerate lattice and apply-

ing the well-known result in the non-degenerate case [Bor] (see also [BLM, Propo-

sition 3.11]). □

Corollary 5.7. Let a P eα b DΛ Ď VΛ with α ‰ 0. Then a P qP0 if and only if
ÿ

ně´1

p´1qn

pn ` 1q!
T n`1

˝ Lnpaq “ 0 .

Proof. The non-degenerate case is [BLM, Proposition 3.16]. Once again we can

deduce the general case from the non-degenerate one by embedding Λ. □

5.2. Joyce’s vertex algebras. Joyce defined in [Joy1, GJT, Joy2] a vertex algebra

framework to study wall-crossing for moduli spaces of stable objects in certain

abelian or triangulated categories. In this section, we explain his construction of

vertex algebras associated to certain dg categories.

Let T be a saturated (= smooth, proper, triangulated) dg category over C in the

sense of [TV]. Examples include dg enhancements of the triangulated categories

DbpQq and DbpXq where Q is a finite acyclic dg quiver and X is a smooth projetive

variety. In loc. cit., the authors construct a derived stack N T whose C-points
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up to homotopy parametrize objects in the triangulated category rTs associated to

T. This is equipped with a canonical perfect complex ExtT on N T
ˆ N T whose

fiber at pE,F q is given by the complex Hom‚
TpE,F q. Let N T :“ t0pN T

q be the

classical truncation which is a higher stack and ExtT be the restriction of ExtT to

the truncation. The stack decomposes into connected component

N T
“
ž

α

Nα

and rank of the ExtT complex on Nα ˆ Nβ is given by the pairing χTpα, βq.

Joyce constructs a natural vertex algebra structure on the homology group of the

(higher) moduli stack N T. The definition requires the following geometric data

naturally coming from the dg category T:

(1) A zero map 0 : pt Ñ N T.

(2) A direct sum map Σ: N T ˆ N T Ñ N T.

(3) A BGm action ρ : BGm ˆ N T Ñ N T.

(4) A K-theory class Θ on N T ˆ N T defined by a symmetrization

Θ “ σ˚ExtT ` Ext_
T

where σ : N T ˆ N T Ñ N T ˆ N T is the permutation map.

Note that rank of Θ on Nα ˆ Nβ is given by the symmetrized pairing

χsym
T pα, βq :“ χTpα, βq ` χTpβ, αq .

The vertex algebra structure

V T
“

´

H˚pN T
q , |0y , T , Y

¯

is defined as follows from this data:

(1) The underlying vector space is H˚pN Tq.

(2) The vacuum vector corresponds to the trivial representation, i.e.,

|0y “ 0˚rpts P H0pN T
q .

(3) The translation operator is defined by

T puq “ ρ˚

`

t b u
˘

where t is the generator of H2pBGmq.

(4) The state-field correspondence is

Y pu, zqv “ p´1q
χTpα,βqzχ

sym
T pα,βqΣ˚

”

ezT b id
`

cz´1pΘq X pu b vq
˘

ı

for any u P H˚pNαq and v P H˚pNβq.

Remark 5.8. In [Joy1, GJT, Joy2], the abelian category version of the above

construction is also introduced. There is often a vertex algebra homomorphism

from the abelian category version to the dg category version. So every wall-crossing

formulas proven in the abelian category version hold also in the dg category version.
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We work with dg category version because it often admits an explicit description

in terms of the lattice vertex algebras as we address in the next section.

Remark 5.9. In Joyce’s setup, the K-theory class Θ is often an extra choice. By

defining Θ as the symmetrization of the Ext complex, the construction becomes

canonically associated to the dg category T. In particular, quasi-equivalent dg

categories produce isomorphic vertex algebras.

5.3. Comparison of two vertex algebras. In Section 5.1 and Section 5.2, we

explained two constructions of vertex algebras, one from a lattice and the other

from a moduli stack. Note that a saturated dg category T is a common source of a

lattice and a moduli stack. In this section, we show that the two constructions are

naturally isomorphic under the assumptions below.

Assumption 5.10. Let T be a saturated dg category.

(1) The natural map KpTq Ñ π0pN Tq is an isomorphism.

(2) The realization homomorphism (16) is an isomorphism for all α P KpTq.

(3) The class in K-theory of the diagonal bimodule Hom‚
Tp´,´q, regarded as a

T b Top-module (cf. [TV, Definition 2.4(4)]), is in the image of the map

KpTq b KpTop
q Ñ KpT b Top

q Ñ Kp {T b Topq .

Remark 5.11. Assumption 5.10 (3) has several implications on the structure of

KpTq, which we now explain. Concretely, the assumption means that the diagonal

bimodule Hom‚
Tp´,´q can be written as successive extensions of finitely many

bimodules of the form Hom‚
Tp´, GL

i q b Hom‚
TpGR

i ,´q indexed by i P I. If we let

αL
i , α

R
i P KpTq be the classes of GL

i and GR
i , then

∆K
“
ÿ

iPI

αL
i b αR

i P KpTq b KpTq » KpTq b KpTop
q

maps to the class of the diagonal bimodule.

Let α P KpTq and choose its representative F P T. Using the construction from

the previous paragraph, the Top-module Hom‚
Tp´, F q can be obtained by successive

extensions of modules Hom‚
Tp´, GL

i q b Hom‚
TpGR

i , F q. Since T is assumed to be

triangulated, meaning that the Yoneda embedding is a quasi-equivalence and in

particular KppTpeq » KpTq, this implies an equality

α “
ÿ

iPI

αL
i ¨ χTpαR

i , αq P KpTq for any α P KpTq.

Thus, it follows from Assumption 5.10 (3) that KpTq is a finitely generated free

abelian group, that tαL
i uiPI generates KpTq over Z, that χT is a perfect pairing

and that ∆K is the K-theoretic diagonal with respect to χT (recall the definition

of diagonal before Example 2.2).

Example 5.12. In Section 6.2, we will see that all these properties are satisfied for

the dg category associated to a finite acyclic dg quiver Q. This is also satisfied for
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the dg enhancement of DbpXq where X is a smooth projective variety admitting a

full exceptional collection. This follows from the fact that such DbpXq is equivalent

to the bounded derived category of a finite acyclic dg quiver [Bod].

Theorem 5.13. Let T be a saturated dg category satisfying Assumption 5.10.

Then there is a natural isomorphism of vertex algebras

V T
Ñ VApKpTq, χsym

T q.

Remark 5.14. We explain the naturality in Theorem 5.13. Let f : T1 Ñ T2 be a

quasi-functor between dg categories satisfying Assumption 5.10 such that8

(i) the induced functor f : rT1s Ñ rT2s is fully faithful,

(ii) and there exists a quasi-functor g : T2 Ñ T1 such that g : rT2s Ñ rT1s is

the left adjoint of f .

Since f is fully faithful, KpT1q Ñ KpT2q is a lattice embedding, hence defining

a vertex algebra embedding f˚ : VApKpT1q, χ
sym
T1

q Ñ VApKpT2q, χ
sym
T2

q. On the

other hand, we have a morphism (in the homotopy category) between the higher

moduli stacks N T1 Ñ N T2 by applying the contravariance of the construction

T ÞÑ N T in [TV] to the quasi-functor g. Note that N T1 Ñ N T2 sends its C-point
F P rT1s, regarded as Hom‚

T1
p´, F q via the Yoneda embedding, to fpF q P rT2s by

the adjunction Hom‚
T1

pgp´q, F q » Hom‚
T2

p´, fpF qq. This morphism N T1 Ñ N T2

preserves the zero map, direct sum map and BGm-action. Most importantly, fully

faithfulness of f implies that ExtT2 pulls back to ExtT1 , hence defining a vertex

algebra homomorphism f˚ : V T1 Ñ V T2 . Having this understood, naturality in

Theorem 5.13 means that the diagram below commutes:

V T1 V T2

VApKpT1q, χ
sym
T1

q VApKpT2q, χsym
T2

q.

f˚

„ „

f˚

Corollary 5.15. Let f : T1 Ñ T2 be a quasi-functor as in Remark 5.14. Then the

induced vertex algebra homomorphism

f˚ : V T1 Ñ V T2

intertwines the Virasoro operators Ln for all n ě ´1.

Proof. By naturality of the vertex algebra isomorphism in Theorem 5.13, the state-

ment follows from that of lattice vertex algebras as in Proposition 5.2. □

The proof of Theorem 5.13 will be given in the next two subsections.

8Many examples of quasi-functors satisfying (i) and (ii) can be constructed from admissible
subcategories with the induced dg enhancements, for instance Kuznetsov components.
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5.3.1. Ext descendent. Let T be a saturated dg category satisfying Assumption

5.10 (1) throughout this section. The moduli stack N T carries natural cohomology

classes, called tautological classes. The descendent algebra and realization homo-

morphism, such as in Section 4.2.1 or in [BLM], keep track of tautological classes on

the moduli stack N T. In this section, we introduce a new construction of descen-

dent algebra and realization homomorphism that uses the canonical perfect complex

ExtT. This unifies the treatment of descendent algebra and Virasoro operators in

different contexts, such as smooth projective varieties and dg quivers, using a purely

dg category language.

Remark 5.16. Let T be a saturated dg category. By [TV, Definition 2.4, Corollary

2.13], the associated triangulated category rTs is equivalent to a perfect derived

category DbpBq of a smooth proper dg algebra B. In [Shk, Theorem 4.2], it is

proven that DbpBq is equipped with a Serre functor. Moreover, such a Serre functor

lifts to the dg enhancement by its explicit description in loc. cit. Therefore, rTs is

equipped with a Serre functor ST and it admits a quasi-functor (=morhpism in the

homotopy category of dg categories) lift for which we use the same notation. We

also denote by ST the induced map on KpTq.

Definition 5.17. The Ext descendent algebra DT is the unital commutative Q-

algebra generated by symbols9

chL
k pαq, chR

k pαq for each k P N, α P KpTq

with linearity relations
#

chL
k pλ1α1 ` λ2α2q “ λ1ch

L
k pα1q ` λ2ch

L
k pα2q

chR
k pλ1α1 ` λ2α2q “ λ1ch

R
k pα1q ` λ2ch

R
k pα2q

λ1, λ2 P Q, α1, α2 P KpTq

and Serre duality relations

chL
k pαq “ p´1q

kchR
k pSTpαqq .

Recall that we have a canonical perfect complex ExtT over N T ˆ N T. For

any F P T, we can consider a restriction ExtT
ˇ

ˇ

N TˆtF u
“: ExtTp´, F q as a perfect

complex over N T; this construction is essentially the counit T Ñ LpepNTq of the

adjuction [TV, Proposition 3.4]. This construction descends to a homomorphism

between K-theories

KpTq Ñ K0
pN T

q, α ÞÑ ExtTp´, αq .

We extend this homomorphism by tensoring ´ bZ Q and denote the image of

α P KpTqQ again by ExtTp´, αq. Similarly, one can define ExtTpα,´q using the

restriction ExtT
ˇ

ˇ

N TˆtF u
in the other way; this can again be thought as the counit

of the adjuction, but now applied to Top.

9The superscript L and R stands for left and right which will be clear from the definition of
the Ext realization homomorphism.
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Definition 5.18. The Ext realization homomorphism is defined by

ξ : DT
Ñ H˚

pN T
q, chL

k pαq ÞÑ chkpExtTpα,´qq, chR
k pαq ÞÑ chkpExtTp´, αqq .

Remark 5.19. For the above definition to be well-defined, we need to show that

the assignment preserves the relations. Linearity relations are trivial and Serre

duality relation follows from the defining property of the Serre functor10

ExtTpα,´q » ExtTp´, STpαqq
_ .

Since the Serre duality relations express the left symbols in terms of the right

symbols and via versa, we could have kept only the half of the generators. It is

however natural to keep both sets of the generators in some cases such as in the

definition of the Ext Virasoro operators.

Consider a connected component Nα corresponding to α P KpTq. Let

DT
α :“ DT

{xchL
0 pβq ´ χTpβ, αq ¨ 1, chR

0 pβq ´ χTpα, βq ¨ 1 | β P KpTqy .

Since ch0p´q computes the rank of a perfect complex and Ext has rank χTpα, βq

over Nα ˆ Nβ, the realization homomorphism factors through the quotient

(16) ξα : DT
α Ñ H˚

pNαq .

In many geometric examples, the homomophism (16) is an isomorphism, see

[Gro, BLM] for the case of smooth projective varieties of type D.11 We prove the

isomorphism in the setting of dg quivers in Proposition 6.7.

5.3.2. Construction of vertex algebra isomorphism. In this section, we construct a

natural isomorphism from Joyce’s vertex algebra to the lattice vertex algebra. On

the level of vector space, the map is defined by constructing the diagram below:

(17)

H˚pNαq H˚pNαq Q

DT
α eα b DKpTq Q .

b
x´,´y

ξ:
α

ξα

b
rχTp´,´q

The first row is the topological pairing which is (graded) perfect in the sense that it

induces an isomorphism between cohomology and graded dual of the homology. By

Assumption 5.10 (2), ξα is an isomorphism. If we define the perfect pairing in the

second row, then we obtain a dual isomorphism ξ:
α. The perfect pairing rχTp´,´q

in the second row is induced from the perfect pairing χTp´,´q on KpTq as we

describe next.

Recall that DT
α is the symmetric algebra generated by symbols chL

npβq with n ě

1 and β P KpTq which is Q-linear with respect to β.12 Similarly, DKpTq is the

10Here we use a quasi-functor lift of the Serre functor.
11In [Gro] and [BLM], the isomorphism is proven in cohomological setting. The cohomological

and the Ext descendent algebras are identified by setting chLk pαq “ chHk pch_
pαq ¨ tdpXqq.

12We use here the Serre duality relations to disregard all the right symbols chRk pαq.
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symmetric algebra generated by symbols β´n with n ě 1 and β P KpTq which is

Q-linear with respect to β. We define rχTp´,´q on the generators

rχTpchL
npβq, β1

´n1q :“
δn,n1

pn ´ 1q!
χTpβ, β1

q, n, n1
ě 1, β, β1

P KpTq

and extend it using the symmetric algebra structures as in [BLM, Section 2.1].

By taking the direct sum of the isomorphism ξ:
α on each connected component,

we obtain an isomorphism

(18) H˚pN T
q “

à

αPKpTq

H˚pNαq
‘ ξ:

α
ÝÝÑ

à

αPKpTq

eα b DKpTq “ VKpTq .

between the underlying vector spaces of the two vertex algebras.

Proposition 5.20. Let T be a saturated dg category satisfying Assumption 5.10.

Then the linear isomorphism (18) is a vertex algebra homomorphism.

Proof. We have a commutative diagram as follows:

KpTq b KpTq KpTq b KpTopq K0pN Tq b K0pN Tq

Kp {T b Topq K0pN T ˆ N Tq .

The map on the bottom can be obtained from the counit of the adjunction [TV,

Proposition 3.4] applied to p {T b Topqpe; note that the stack associated to this dg

category is N T ˆN T by [TV, Lemma 3.3] and the fact that N p´q preserves limits.

The class of T in Kp {T b Topq is sent to ExtT via the bottom map. On the other

hand, the image of αL b αR P KpTq b KpTq via the map on top is ExtTp´, αLq b

ExtTpαR,´q. Thus, by Assumption 5.10 (3) there is

∆K
“
ÿ

iPI

αL
i b αR

i P KpTq b KpTq

for which we have the following equality in the K-theory of N T ˆ N T:

(19) ExtT “
ÿ

iPI

ExtTp´, αL
i q b ExtTpαR

i ,´q .

Applying the Chern character to (19), we can write in the language of the Ext

descendent algebra

chkpExtq “
ÿ

a`b“k

ÿ

iPI

chR
a pαL

i q b chL
b pαR

i q .

This is the analogue of equation (45) in [BLM]. The rest of the argument is a

straightforward adaptation of the proof in loc. cit. □

Remark 5.21. We remark that it is proven along the way that the operators

chL
npαq X ´ : H˚pN T

q Ñ H˚pN T
q
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satisfy the following bracket with the creation/annihilation operators:

(20) rn!chL
npαq X ´, βp´mqs “ n ¨ δn,m ¨ χTpα, βq .

Proof of Theorem 5.13. By Proposition 5.20, it suffices to prove that the vector

space isomorphism (18) is natural in the sense of Remark 5.14. Since the isomor-

phism is constructed by the realization homomorphism ξα and a perfect pairing

rχTp´,´q in the diagram (17), it suffices to show the naturality of ξα and rχTp´,´q.

Let f : T1 Ñ T2 be a quasi-functor with the properties described in Remark 5.14.

Naturality of the pairing rχTp´,´q directly follows from the fact that it is induced

from χT and we have a lattice embedding KpT1q Ñ KpT2q. To show the naturality

of ξα, let α1 P KpT1q and α2 :“ fpα1q P KpT2q. Denote the induced morphism

between the moduli stacks by f : N T1
α1

Ñ N T2
α2

. Note that the construction of the

Ext descendent algebra is a contravariant functor in the sense that we have

f˚ : DT2
α2

Ñ DT1
α1
, chL

k pβq ÞÑ chL
k pgpβqq

where g is the left adjoint of f . Naturality of the realization homomorphism then

refers to the commutativity of the diagram

H˚pN T1
α1

q H˚pN T2
α2

q

DT1
α1

DT2
α2

f˚

ξα1 ξα2

f˚

which follows from the adjunction quasi-isomorphism

f˚ExtT2pβ,´q » ExtT1pgpβq,´q . □

5.3.3. Virasoro operators. We finish the section by introducing Virasoro operators

on the Ext descendent algebra and comparing them to the operators acting on the

lattice vertex algebra.

Definition 5.22. For each n ě ´1, we define the Ext Virasoro operator Ln acting

on DT as a summation Ln “ Rn ` Tn of a derivation operator Rn such that

RnpchL
k pαqq “ k ¨ pk ` 1q ¨ ¨ ¨ pk ` nq chL

k`npαq ,

RnpchR
k pαqq “ k ¨ pk ` 1q ¨ ¨ ¨ pk ` nq chR

k`npαq ,

and a multiplication operator

Tn :“
ÿ

a`b“n

a!b!p´1q
achR

a ch
L
b p∆K

q “
ÿ

a`b“n

ÿ

iPI

a!b!p´1q
a
ÿ

iPI

chR
a pαL

i qchL
b pαR

i q .

Proposition 5.23. Virasoro operators Ln and Ln acting on DT
α and eα b DKpTq,

respectively, are dual to each other with respect to the pairing rχTp´,´q in (17).
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This is the dg category version of [BLM, Theorem 4.12]. We will give here a new

proof that is cleaner and does not assume the existence of a conformal element.

Given an operator P we will denote by P : its dual with respect to the perfect

pairing rχTp´,´q.

Proof. We first note that when n “ ´1 the claim can be proven exactly in the same

way as [BLM, Lemma 4.9]. We focus on the case n ą 0; note that the statement for

n “ 0 is easy to check directly, but it also follows from n “ ´1 and n “ 1 together

with the Virasoro bracket.

We need to show that the operators L:
n, n ą 0 satisfy (14) and (15).

Claim 1. We have L:
npeαq “ 0 for n ą 0, i.e. equation (14) holds.

Proof. The operator Ln increases cohomological degree by 2n, so L:
n decreases ho-

mological degree by 2n. □

We denote by plpβq : DT
α Ñ DT

α the operator of multiplication by l!chL
l pβq. Its

dual p:

l pβq is the operator of capping with l!chL
l pβq and its bracket with the cre-

ation/annihilation operators is given by (20).

Claim 2. Let β P KpTq. We have

rR:
n, βp´kqs “

#

k ¨ βp´k`nq if k ą n ą 0

0 if n ě k ą 0 .

Proof. We prove the claim by showing that the duals of both sides agree when

applied to 1 P DT
α and have the same commutator with the operators plpγq of

multiplication by descendents. Indeed we have Rnp1q “ β:

p´kq
p1q “ 0 and also

β:

p´k`nq
p1q “ 0 when k ą n; this follows from the fact that β:

p´kq
has cohomological

degree ´2k ă 0. Hence the duals of both sides annihilate 1.

We now use (20) to calculate

rrR:
n, βp´kqs

:, plpγqs “ rrβ:

p´kq
,Rns, plpγqs “ ´rrβ:

p´kq
, plpγqs,Rns ` rβ:

p´kq
, rRn, plpγqss

“ rβ:

p´kq
, l ¨ pl`npγqs “ l ¨ k ¨ δl`n,k ¨ χTpβ, γq ¨ id .

If n ě k then δl`n,k “ 0 for every l ą 0. If n ă k then this agrees with

rk ¨ β:

p´k`nq
, plpγqs “ krplpγq

:, βp´k`nqs
:

“ l ¨ k ¨ δl`n,k ¨ χTpβ, γq ¨ id . □

To deal with Tn we prove the following auxiliary claim.

Claim 3. For any β P KpTq and l ě 0 we have

p:

l pβq `
ÿ

iPI

χTpαR
i , βq p:

l pS
´1
T pαL

i qq “ βplq .
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Proof. If l ą 0 then both sides annihilate eα. If l “ 0 then both sides applied to eα

give χsym
T pβ, αq ¨ eα since it is so defined on the right hand side and for the left hand

side we have

χTpβ, αq `
ÿ

iPI

χTpαR
i , βqχpS´1

T pαL
i q, αq “ χTpβ, αq `

ÿ

iPI

χTpα, αL
i qχTpαR

i , βq

“ χsym
T pβ, αq .

Hence, it is enough to show that both sides have the same commutator with creation

operators γp´sq for s ą 0 and γ P KpTq. Indeed,

”

p:

l pβq `
ÿ

iPI

χTpαR
i , βq p:

l pS
´1
T pαL

i qq, γp´sq

ı

“

˜

l ¨ δl,s ¨ χTpβ, γq ` l ¨ δl,s
ÿ

iPI

χTpαR
i , βqχTpS´1

T pαL
i q, γq

¸

¨ id

“ l ¨ δl,s ¨ χsym
T pγ, βq ¨ id “ rβplq, γp´sqs . □

Claim 4. Let β P KpTq. We have

rT:
n, βp´kqs “

#

k ¨ βpn´kq if n ě k ą 0

0 if k ą n ą 0 .

Proof. Recall that

Tn “
ÿ

a`b“n

ÿ

iPI

a!chL
a pS´1

T pαL
i qq ¨ b!chL

b pαR
i q .

Therefore, we compute the bracket as

rT:
n, βp´kqs “

ÿ

a`b“n

ÿ

iPI

”

p:

bpα
R
i qp:

apS´1
T pαL

i qq, βp´kq

ı

“
ÿ

a`b“n

ÿ

iPI

´”

p:

bpα
R
i q, βp´kq

ı

p:
apS´1

T pαL
i qq ` p:

bpα
R
i q

”

p:
apS´1

T pαL
i qq, βp´kq

ı¯

.

If k ą n ě a, b then every commutator in the last line vanishes and we have

rT:
n, βp´kqs “ 0. Otherwise,

rT:
n, βp´kqs “ k

ÿ

iPI

´

χTpαR
i , βqp:

n´kpS´1
T pαL

i qq ` p:

n´kpαR
i qχTpS´1

T pαL
i q, βq

¯

“ k
ÿ

iPI

´

χTpαR
i , βqp:

n´kpS´1
T pαL

i qq ` p:

n´kpαR
i qχTpβ, αL

i q

¯

“ k
ÿ

iPI

χTpαR
i , βqp:

n´kpS´1
T pαL

i qq ` kp:

n´kpβq “ k ¨ βpn´kq

by Claim 3. □

Now Claims 2 and 4 together show that L:
n satisfy equation (15), so L:

n “ Ln. □
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6. Virasoro constraints via wall-crossing

In this section, we prove the Virasoro constraints for quasi-smooth dg quivers

as stated in Theorem 4.2. In fact, we prove its generalization in terms Joyce’s

invariant classes as in Theorem 6.11, allowing strictly semistable representations.

Proof strategy is comparable to that of [BLM]. We first wall-cross to simpler moduli

spaces where we can verify the Virasoro constraints directly and then show the

compatibility between wall-crossing and Virasoro constraints using vertex algebras.

6.1. Wall-crossing. Joyce’s vertex algebra was introduced with the purpose of

writing down and proving wall-crossing formulas for descendent integrals. In the

case of quivers, this gives a complete algorithm to calculate descendent integrals in

any moduli space of stable representations of an acyclic quiver with relations.

LetQ be a quasi-smooth dg quiver and denote the associated quiver with relations

by pQ, Iq. We denote by V Q “ H˚pNQq the vertex algebra associated to Q. As

explained in the beginning of Section 5, the quotient qV Q “ V Q{T pV Qq is naturally

a Lie algebra.

If d P NQ0 and θ is a stability condition such that M θ´ss
d “ M θ´st

d , then the

moduli space admits a virtual fundamental class

rM θ
d s

vir
P H2´2χQpd,dqpM

θ
d q .

This virtual fundamental class can be push-forwarded to qV . Indeed, it can be

shown [Joy1, Proposition 3.24] that if d ‰ 0 then

H˚pNQ
d q{T

`

H˚pNQ
d q

˘

– H˚

´

`

NQ
d

˘pl
¯

is isomorphic to the homology of the rigidication of the stack NQ
d . There is a map

ι : M θ
d Ñ

`

NQ
d

˘pl
, so we can pushforward the virtual fundamental class and regard

it as an element of the Lie algebra

rM θ
d s

vir
P H˚

´

`

NQ
d

˘pl
¯

Ď qV Q .

Alternatively, we can think of the class rM θ
d svir P qV Q as follows: by Proposition

6.7, V Q
d “ H˚pNQ

d q is the space of functionals on DQ
d . Since T is dual to R´1,

qV Q
d is the space of functionals on DQ

d,wt0
“ ker

`

R´1 : DQ
d Ñ DQ

d

˘

. Recall that by

Lemma 4.1 there is a realization morphism from DQ
d,wt0

to H˚pM θ
d q; composing this

realization morphism with integration against the virtual fundamental class defines

the required functional. Wall-crossing formulas are written using the Lie bracket

on qV Q.

Theorem 6.1 ([Joy2, Theorems 5.7-5.9, 6.16]). For any d and θ there are uniquely

defined classes rM θ
d sinv P qV Q that agree with the virtual fundamental classes when

it is defined, and satisfy the wall-crossing formula. More precisely,

rM θ
d s

inv
“ rM θ

d s
vir , when M θ´ss

d “ M θ´st
d ,
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and for any two stability conditions θ1, θ2 we have

rM θ2
d s

inv
“

ÿ

d1`...`dℓ“d

Upd1, . . . , dℓ; θ1, θ2q
””

. . .
”

rM θ1
d1

s
inv, rM θ1

d2
s
inv
ı

, . . .
ı

, rM θ1
dℓ

s
inv
ı

in qV Q, where Upd1, . . . , dℓ; θ1, θ2q P Q are explicitly computable coefficients.

Remark 6.2. The previous theorem in [Joy2] is proved using a vertex algebra

whose underlying vector space is given by the homology group of the moduli stack

MQ,I of representations of pQ, Iq. Since any representation of CrQs{I induces a dg

module of CrQs by restriction of scalars, we have a morphism of (higher) stacks

i : MQ,I
Ñ NQ .

This morphism clearly intertwines the zero maps, the direct sum maps and the

BGm-actions which were part of the geometric input for defining the vertex algebra

structure. Most importantly, the perfect complex ExtJoy used in [Joy2] depends on

a choice of generators I “ pr1, . . . , rnq. Since we use a quasi-smooth dg quiver Q

according to this choice of generators, it follows that the morphism i intertwines

the perfect complex, i.e.,

pi ˆ iq˚ExtQ » ExtJoy .

Therefore, i induces a vertex algebra homomorphism V Q,I Ñ V Q and a Lie algebra

homomorphism qV Q,I Ñ qV Q . This allows to transport the wall-crossing formula of

[Joy2] to the Lie algebra associated to Q.

Theorem 6.1 allows us to determine the invariant classes rM θ
d sinv completely by

writing everything in terms of an increasing stability condition. We say that θ is

increasing if θtpeq ą θspeq for any e P Q1. The following proposition says that for an

increasing stability condition, the invariant classes of moduli spaces are essentially

trivial.

Proposition 6.3 ([Joy2, Theorem 6.19]). Let θ be an increasing stability condition.

We have

rM θ
d s

inv
“

#

ed b 1 if d “ δv for some v P Q0

0 otherwise.

Together with the wall-crossing formula, this determines the classes rM θ
d sinv for

every θ.

Example 6.4. We consider the Grassmannian GrpN, kq and express its class using

the wall-crossing formula. Recall the notations from Example 2.5. Let θ2 be a

decreasing stability condition of the Kronecker quiver KN which corresponds to the

Grassmannian and θ1 be an increasing stability condition. By Theorem 6.1, we

have a wall-crossing formula

rM θ2
p1,kq

s “
ÿ

d1`...`dℓ“p1,kq

Upd1, . . . , dℓ; θ1, θ2q
””

. . .
”

rM θ1
d1

s
inv, rM θ1

d2
s
inv
ı

, . . .
ı

, rM θ1
dℓ

s
inv
ı
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in the Lie algebra qV KN . By Proposition 6.3, it suffices to consider the contributions

where all di’s are either δ1 or δ8 and compute the wall-crossing coefficients. The

computation of the coefficients can be done as in [JS, Proposition 13.10] and we

find

rGrpN, kqs “
1

k!
reδ1 , . . . reδ1 , reδ1 , eδ8ss . . .s .

In Section 8.6, we further simplify this expression using the symmetrized Hecke

operators and relate this formula to Schubert calculus.

6.1.1. Vertex algebra and wall-crossing for framed moduli. We briefly explain here

the natural adaptation of these ideas to moduli of framed representations. For each

f P NQ0 and d P ZQ0 , we let NQ
fÑd “ NQ

d and define

NQ,fr :“
ğ

pf,dqPNQ0ˆZQ0

NQ
fÑd .

Define the framed version of the Ext K-theory class on NQ,fr ˆ NQ,fr as

ExtfrQ :“ ExtQ ´
ÿ

vPQ0

RHompOpf1qv ,Vp2q
v q

where f1 is the framing vector of the first factor and Vp2q
v is the universal complex

pulled back from the second factor. The rank of this K-theory class restricted to

NQ
f1Ñd2

ˆ NQ
f2Ñd2

is given by

χQ,fr

`

pf1, d1q, pf2, d2q
˘

:“ χQpd1, d2q ´ f1 ¨ d2 .

The stack NQ,fr is equipped with the following geometric data:

(1) A zero map 0 : pt Ñ NQ,fr.

(2) A direct sum map Σ : NQ
f1Ñd2

ˆ NQ
f2Ñd2

Ñ NQ
pf1`f2qÑpd1`d2q

.

(3) A BGm-action ρ : BGm ˆ NQ,fr Ñ NQ,fr.

(4) A K-theory class Θfr “ σ˚ExtfrQ ` pExtfrQq_.

The first three items come directly from the corresponding maps of the unframed

stack NQ. This data defines a framed vertex algebra

V Q,fr :“
´

H˚pNQ,fr
q , |0y , T , Y

¯

.

We note that this construction is similar to the one in [Joy2, Section 5.2], where the

author considers representations of a quiver for which some subset of the vertices
:Q0 Ď Q0 are framed.

Structure of the framed vertex algebra can be described precisely. The same

proof of Theorem 5.13 shows that we have a vertex algebra embedding

V Q,fr ãÑ VA
´

KpQq ˆ KpQq, χsym
Q,fr

¯

.

On the level of underlying vector spaces, this embedding at the connected compo-

nent NQ
fÑd is given by the composition

H˚pNQ
fÑdq “ H˚pNQ

d q “ epf,dq
¨ DKpQq ãÑ epf,dq

¨ DKpQqˆKpQq
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where the last embedding is induced from KpQq “ t0u ˆ KpQq Ď KpQq ˆ KpQq.

The framed vertex algebra is a natural place to write down the wall-crossing

formulas for framed moduli spaces. Let Q be a quasi-smooth quiver and consider

a framed moduli space M θ
fÑd. The universal framed representation of the moduli

space induces a morphism M θ
fÑd Ñ NQ

fÑd, so we can pushforward its virtual class

to the framed vertex algebra

rM θ
fÑds

vir
P V Q,fr .

Note that this is different from the case of unframed representations, where moduli

spaces only define a class on the homology of the rigidification or, equivalently, on

the Lie algebra.

Finally, we explain how to obtain the wall-crossing formula in V Q,fr from the

usual wall-crossing formula via framed/unframed correspondence. Given a fixed

framing vector f , consider the auxiliary quiver Qf as explained in Section 2.3.4.

Then framed/unframed correspondence reads M θ
fÑd “ M θ̃

p1,dq
for some θ̃. On the

other hand, if θ1 is any stability condition of Qf , then wall-crossing formula reads

rM θ̃
p1,dqs

inv
“

ÿ

d̃1`...`d̃ℓ“p1,dq

Upd̃1, . . . , d̃ℓ; θ
1, θ̃q

””

. . .
”

rM θ1

d̃1
s
inv, rM θ1

d̃2
s
inv
ı

, . . .
ı

, rM θ1

d̃ℓ
s
inv
ı

where d̃i “ p1, diq for exactly one 1 ď i ď ℓ and d̃j “ p0, djq for j ‰ i. This identity

holds in the Lie algebra qV Qf
. Since we have

χQ,frpp0, d1q, p0, d2qq “ χQf pp0, d1q, p0, d2qq,

χQ,frppf, d1q, p0, d2qq “ χQf pp0, d1q, p1, d2qq,

χQ,frpp0, d1q, pf, d2qq “ χQf pp1, d1q, p0, d2qq,

the above wall-crossing formula in qV Qf
can instead be written as an identity in qV Q,fr

after we replace M θ1

p0,dq
pQf , If q by M θ1

0ÑdpQ, Iq and M θ1

p1,dq
pQf , If q by M θ1

fÑdpQ, Iq.13

Moreover, the same argument as explained in [BLM, Lemma 5.11] shows that this

formula can actually be lifted to the vertex algebra V Q,fr.

Example 6.5. We return to the example of the Grassmannian and the quiver with

one vertex Q “ A1. We denote by V Gr the vertex algebra

V Gr
“ V A1,fr “ H˚pNA1,frq “ H˚pBUqrQ, q˘1

s

where we write QNqk “ epN,kq for pN, kq P N ˆ Z corresponding to the connected

component of framed representations N Ñ k. This is a vertex subalgebra of

VApZ ˆ Z, χsym
Gr q

where

χGrppN1, k1q, pN2, k2qq “ k2pk1 ´ N1q .

13This requires a version of framed/unframed correspondence beyond limit stability condition
which can be obtained by straightforward adaptation of Section 2.3.4.
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The wall-crossing formula from Example 6.4 becomes

rGrpN, kqs “
1

k!
rq, . . . rq, rq,QN

ss . . .s P V Gr ,

where ru, vs “ u0v is the partial lift of the Borcherds’ Lie bracket discussed in [BLM,

Lemma 3.12].

6.2. Vertex algebra comparison for dg quivers. In this section, we show that

Assumption 5.10 is satisfied for the dg category T associated to the dg quiver Q.

Thus, the general results from Section 5.3 apply to Q.

We first connect the language specific to dg quivers and the general language

for any dg category. Recall that we had two types of descendent theory, one using

cohomology HpQq as in Section 4.2.1 and the other using the perfect complex ExtQ
as in Section 5.3.1. We remark that the realization homomorphism in 4.2.1 can be

lifted, using the universal complex Vv for each v P Q0, to the stack of a dg quiver

DQ
d H˚pMQ,I

d q

H˚pNQ
d q

i˚

where i : MQ,I
d Ñ NQ

d is the morphism explained in Remark 6.2.

As a first step toward the proof, we show that the two types of descendent theories,

and respective Virasoro operators, are compatible.

Proposition 6.6. Let Q be a quasi-smooth dg quiver and T be the natural dg

enhancement of DbpQq. Then we have a commutative diagram

DT
d

H˚pNQ
d q

DQ
d

„ϕ

where ϕ maps the Ext descedent chL
k prP pvqsq to the cohomological descendent

chkpvq. Furthermore, ϕ intertwines the Virasoro operators on the two descendent

algebras.

Proof. For each v P Q0 and a dg module M of Q, we have a quasi-isomorphism

Hom‚
QpP pvq,Mq » Mv. This implies ExtQpP pvq,´q » Vv which justifies the defi-

nition of ϕ and commutativity.

Intertwining property of the derivation parts is clear. To show that the multipli-

cation parts intertwines through ϕ, we use the formula for the K-theoretic diagonal
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of a dg quiver

∆K
“

ÿ

vPQ0

rSpvqs b rP pvqs P KpQq b KpQq .

Therefore, the multiplication part of the Ext Virasoro operator is

Tn “
ÿ

a`b“n

a!b!
ÿ

vPQ0

p´1q
achR

a pSpvqqchL
b pP pvqq

“
ÿ

a`b“n

a!b!
ÿ

vPQ0

chL
a pS´1

T pSpvqqqchL
b pP pvqq .(21)

For each v, we have rational numbers avw such that

S´1
T pSpvqq “

ÿ

wPQ0

avwrP pwqs P KpQq .

Taking χQp´, Spuqq on the both sides, we obtain

χQpSpuq, Spvqq “ χQpS´1
T pSpvqq, Spuqq “

ÿ

wPQ0

avwχQpP pwq, Spuqq “ avu

In conclusion, ϕ maps the expression (21) to
ÿ

a`b“n

a!b!
ÿ

v,wPQ0

avw chapwqchbpvq “
ÿ

a`b“n

a!b!
ÿ

v,wPQ0

χQpv, wqchapvqchbpwq

which is precisely Tn on DQ. □

By the commutative diagram in the above proposition, Assumption 5.10 (2) is

satisfied if and only if the cohomological realization homomorphism is an isomor-

phism. We prove this for any finite acyclic dg quivers.

Proposition 6.7. Let Q be a finite and acyclic dg quiver and T be the natural

dg enhancement of DbpQq. Then the realization homomorphism (16) is an isomor-

phism.

Proof. When Q is a usual quiver Q, this statement is essentially [Joy1, Proposition

5.13]. Joyce remarks in the last paragraph of Section 6.2 in [Joy2] that the same

result in the abelian category setting for Q with relations is true, as long as the

relations are homogeneous (i.e. rpqq is a linear combination of paths of the same

length). Motivated by this, we give a proof for any dg quiver.

We abuse the notation by writing Q0 for a quiver with the set of vertices given by

Q0 but no arrows. Recall that S “ CrQ0s. We have a sequence of maps of higher

stacks

NQ0
f
ÝÑ NQ g

ÝÑ NQ0

whose B-points for any commutative algebra B is given as follows: f sends a perfect

S b B-module M to the CrQs b B-module CrQs bS M and g sends a CrQs b B-

module N perfect over B to the SbB-module CrQs{JbB-module CrQs{JbCrQsN

. Since CrQs{J » S, the composition g ˝ f is an identity morphism.
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Assume for a moment that f ˝ g : NQ Ñ NQ is homotopic to the identity

map. Since NQ0 »
ś

vPQ0
Perfpvq is a product of |Q0| copies of the stack of perfect

C-complexes Perf, this gives an isomorphism

g˚ : H˚
pNQ0q “

â

vPQ0

H˚
pPerfpvq

q
„
ÝÑ H˚

pNQ
q.

The stack Perfdv is well-known to be homotopically equivalent to BU (see [Bla,

Theorem 4.5] or [Joy1, Proposition 5.9]) and so

H˚
pPerfdvq “ Qrch1pVvq, ch2pVvq, . . .s

is the free polynomial ring in the Chern characters of the universal complex Vv.

This proves that the realization homomorphism DQ
d Ñ H˚pNQ

d q is an isomorphism.

We are left to construct a homotopy between f ˝ g and id. Since Q is acyclic, we

can pick an arbitrary function w : Q0 Ñ Z that is increasing along arrows, i.e. such

that wpeq – wptpeqq ´ wpspeqq P Zą0 for every e P Q1. The weight extends to any

path in CrQs multiplicatively, i.e., wpeℓ ¨ ¨ ¨ e1q :“
řℓ

i“1wpeiq. We define a map of

higher stacks

r : A1
ˆ NQ Ñ NQ

whose action on B-points for any commutative algebra B is described as follows. If

t P B and M is a CrQs bB-module which is B-perfect, then rpt,Mq is a CrQs bB-

module whose underlying B-module is the same as M with CrQs-module structure

twisted by w and t, i.e.,

a ¨w m :“ twpaq
pa ¨ mq, a P CrQs, m P M

when a “ eℓ ¨ ¨ ¨ e1 and we extend the definition linearly. Since B is a commutative

algebra, this indeed defines a CrQsbB-module. The morphism r restricted to 1 P A1

is clearly the identity map. On the other hand, if we restrict r to 0 P A1, then the w-

twisted multiplication map by CrQs becomes trivial away from S “ CrQ0s because

path of positive length have positive weight. In other words, r restricted to 0 P A1

becomes the map f ˝ g. This proves that f ˝ g and id are homotopic to each other

after taking the topological realizations. □

Proposition 6.8. Let Q be a finite and acyclic dg quiver and T be the natural dg

enhancement of DbpQq. Then T satisfies Assumption 5.10.

Proof. Recall that KpQq » ZQ0 since its K-theory is generated by projective dg

modules P pvq and they satisfy χpP pvq, Spwqq “ δvw. Also, the proof of Proposi-

tion 6.7 shows, in particular, that π0pNQq is ZQ0 . Since Proposition 6.7 precisely

covers the Assumption 5.10 (2), we are left with Part (3). This follows from the

standard resolution; indeed, the diagonal bimodule corresponds to CrQs regarded

as a bimodule over itself, and by Theorem 3.5 its class in K-theory is
ÿ

vPQ0

rP pvqs b rRpvqs ´
ÿ

ePQ1

p´1q
|e|

rP ptpeqqs b rRpspeqqs “
ÿ

vPQ0

rP pvqs b rSpvqs
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where Rpvq :“ 1v ¨ CrQs. The equality comes from the following exact sequence of

CrQsop-modules for each v P Q0:

0 Ñ
à

ePQ1, tpeq“v

Rpspeqqr´|e|s Ñ Rpvq Ñ Spvq Ñ 0 . □

Corollary 6.9. Let Q be a finite and acyclic dg quiver. Then there is a natural

isomorphism of vertex algebras

V Q
Ñ VApKpQq, χsym

Q q.

Proof. By Proposition 6.8, Theorem 5.13 applies to Q. □

6.3. Proof of Virasoro constraints for quivers. In this section, we apply the

general theory developed up until here and show that the wall-crossing formula from

Section 6.1 implies the Virasoro constraints for quasi-smooth quivers, recoving the

Virasoro constraints proven in [Boj]. Recall Definition 5.5 of primary state.

Corollary 6.10. Suppose that M θ´ss
d “ M θ´st

d . Then M θ
d satisfies the Virasoro

constraints (Theorem 4.2) if and only if rM θ
d svir P qV Q is a primary state.

Proof. By duality of Virasoro operators as in Proposition 5.23 and by Proposition

6.6, the Virasoro constraints of Section 4.2 are equivalent to

0 “ L:
wt0prM θ

d s
vir

q “
ÿ

ně´1

p´1qn

pn ` 1q!
Ln`1

´1 ˝ LnprM θ
d s

vir
q .

The conclusion follows from Corollary 5.7. □

In light of the previous corollary, it makes sense to talk about Virasoro con-

straints even when there are semistable representations, thanks to Joyce’s classes

from Theorem 6.1. We say that M θ´ss
d satisfies Virasoro constraints if and only if

rM θ
d sinv P qV Q is a primary state.

Theorem 6.11. Let Q be any quasi-smooth dg quiver. For any d P NQ0 and

stability condition θ, the class rM θ
d sinv is a primary state. In other words, every

moduli space of quiver representations satisfies the Virasoro constraints.

Proof. When θ is an increasing stability condition, the claim follows trivially from

Proposition 6.3 and the definition of the operators Ln, namely (14). By Joyce’s wall-

crossing formula (Theorem 6.1) and the fact that qP0 is a Lie subalgebra (Corollary

5.6) the result follows for every θ. □

7. Application to surfaces with exceptional collections

The goal of this section is to clarify how the quiver Virasoro constraints are re-

lated to the sheaf Virasoro constraints for surfaces admitting exceptional collections,

especially for del Pezzo surfaces. In particular, we prove Theorem E and F.
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7.1. Exceptional collection and derived equivalence. We start by recalling

the notion of exceptional collection and the induced equivalence between a tri-

angulated category with a full and strong exceptional collection and the derived

category of a quiver with relations. From now on let D be a triangulated category

(e.g. the derived category of coherent sheaves on X or representations of a quiver

with relations pQ, Iq).

Definition 7.1. A sequence E “ pE1, . . . , Enq of objects of D is called an excep-

tional collection if

HomDpEi, Ejrℓsq “

#

C if i “ j and ℓ “ 0

0 if i ą j or ri “ j and ℓ ‰ 0s .

An exceptional collection is said to be strong if moreover for any i, j we have

HomDpEi, Ejrℓsq “ 0 for ℓ ‰ 0 .

An exceptional collection is said to be full if the smallest triangulated subcategory

of D containing E is D itself.

If D admits a full exceptional collection E then

KpDq “

n
à

i“1

Z ¨ rEis

and χD : KpDq ˆKpDq Ñ Z is given in the basis above by a triangular matrix with

1 along the diagonal. In particular χD is non-degenerate.

A full exceptional collection E always admits a unique left dual exceptional col-

lection rE “ p rEn, . . . , rE1q such that

HomDp rEi, Ejrℓsq “

#

C if i “ j and ℓ “ 0

0 otherwise
.

In particular

χ
`

rEi, Ej

˘

“ δij .

Example 7.2. Let pQ, Iq be an acyclic quiver with relations; without loss of gen-

erality denote the nodes as Q0 “ t1, 2, . . . , nu in a way that there are no arrows

i Ñ j for i ą j. Recall from Example 2.1 the simple and projective modules Spiq

and P piq. Then

Ei “ Spiq , rEi “ P piq

are dual full exceptional collections on DbpQ, Iq. We call pE1, . . . , Enq the standard

exceptional collection of pQ, Iq. The dual collection is strong by projectivity of P piq.

The same applies to a dg quiver, see Example 3.1.

Example 7.3. The derived category of any smooth projective toric variety admits

a full exceptional collection [Kaw]. For DbpP2q we can take

E “
`

OP2p´1qr2s,OP2r1s,OP2p1q
˘

, rE “
`

OP2p1q, TP2 ,OP2p2q
˘

.
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Both E and rE are strong. For DbpP1 ˆ P1q we can take

E “
`

OP1ˆP1p0,´1qr2s,OP1ˆP1r1s,OP1ˆP1p1,´1qr1s,OP1ˆP1p1, 0q
˘

,

rE “
`

OP1ˆP1p1, 0q,OP1ˆP1p1, 1q,OP1ˆP1p2, 0q,OP1ˆP1p2, 1q
˘

.

In this case, E is not strong, but rE is strong.

Given a triangulated category D and an exceptional collection E whose left dual
rE is full and strong, we associate a quiver Q together with an ideal of relations

I Ď CrQs. The set of vertices of Q is t1, . . . , nu and the number of arrows i Ñ j

is equal to dimExt1pEi, Ejq for i ‰ j; since there are no arrows i Ñ j if i ě j, the

quiver Q is acyclic. Then there is an ideal of relations I such that

CrQs{I “ EndD

´ n
à

i“1

rEi

¯

.

In the next theorem we let D be a sufficiently nice triangulated category such as

DbpXq for some smooth projective variety X or DbpQ, Iq.

Theorem 7.4 ([Bon, Theorem 6.2]). Suppose that D has an exceptional collection

E such that its left dual exceptional collection rE is full and strong. Then there is

an isomorphism of derived categories

B : D Ñ Db
pQ, Iq

sending E to the canonical exceptional collection of pQ, Iq. The isomorphism sends

an object F of D to the complex of representations of pQ, Iq which at vertex i has

complex RHomD
`

rEi, F
˘

.

By Theorem 3.3, there is a dg quiver Q with dimExtk`1
D pEi, Ejq arrows from i

to j of degree ´k such that

D » Db
pQ, Iq » Db

pQq .

Up to choices of basis, this dg quiver is canonically associated to the pair pD,Eq.

Example 7.5. The theorem applied to the derived category of DbpP2q with the full

exceptional collection of Example 7.3 establishes an isomorphism between DbpP2q

and the derived category of the Beilinson quiver with relations B3, see Example 2.3.

See also Example 3.4 where the associated dg quiver is discussed.

If we apply it to DbpP1 ˆ P1q with the exceptional collection from Example 7.3

we obtain an isomorphism with the derived category of the quiver
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2

1 4

3

c2

c1

a2

a1

b2

b1

d2

d1

subject to relations

c1a1 ` d1b1 “ c2a2 ` d2b2 “ c2a1 ` d1b2 “ c1a2 ` d2b2 “ 0 .

7.1.1. Comparing vertex algebras. Let X be a smooth projective variety and sup-

pose that D “ DbpXq satisfies the hypothesis of Theorem 7.4. The isomorphism of

derived categories DbpXq » DbpQ, Iq » DbpQq can be upgraded to an equivalence

between the natural dg enhancements, so it induces a quasi-equivalence between the

derived stacks B : NX
Ñ NQ. As in Remark 5.14, the pushforward on homology

B˚ : H˚pNX
q Ñ H˚pNQ

q

is an isomorphism between the vertex algebras canonically associated to (the derived

enhancements of) DbpXq and DbpQq.

These vertex algebras are naturally isomorphic to the lattice vertex algebras

VApKpXq, χsym
X q and VApKpQq, χsym

Q q, see Corollary 6.9. The isomorphism of de-

rived categories induces an isomorphism ϕ : KpXq Ñ KpQq that preserves the re-

spective Euler pairings χX and χQ. The naturality of this isomorphism amounts to

commutativity of the following diagram:

H˚pNXq VApKpXq, χsym
X q

H˚pNQq VApKpQq, χsym
Q q

B˚ ϕ

7.2. Bridgeland stability and the ABCH program. Given a (sufficiently nice,

for instanceDbpXq,DbpQ, Iq orDbpQq) triangulated categoryD, Bridgeland defined

in [Bri1] a notion of (numerical) stability conditions on D which we refer to as

Bridgeland stability conditions. A Bridgeland stability consists in a pair σ “ pA, Zq

where A is the heart of a t-structure on D and Z : KnumpDq Ñ C is a group

homomorphism, called the central charge.14 Among other things, it is required that

14Here KnumpDq denotes the quotient of KpDq by the kernel of the Euler paring. The numerical
K-group is equal to the original K-group in all cases of our applications.
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ZpF q P H for F P Azt0u where H is the upper half plane with a negative real line

H “ tz P C : Impzq ą 0u Y p´8, 0q .

A Bridgeland stability defines a slope function

µσ
pF q “ ´

RepZpF qq

ImpZpF qq
P R Y t`8u

on Azt0u. An object of A is said to be σ-(semi)stable if every nonzero proper

subobject has smaller (or equal) slope. Given v P KpDq we denote by Mσ´st
v Ď

Mσ´ss
v the moduli stacks of σ-stable and σ-semistable objects in class v. A stability

condition defines a slicing of D, i.e. a collection of full aditive subcategories Ppϕq Ď

D for each ϕ P R: if 0 ă ϕ ď 1 then Ppϕq consists of the zero object and σ-

semistable objects of Azt0u such that ZpF q “ mpF qeπ
?

´1ϕ for some mpF q P R`;

for the remaining ϕ, we extend this notion by setting Ppϕ ` 1q “ Ppϕqr1s.

Bridgeland shows that the space of stability conditions StabpDq is a complex

manifold; more precisely, the map that forgets A and only remembers Z defines a

local homomorphism from StabpDq to HomZpKnumpDq,Cq. There is an R-action

R ˆ StabpDq Q pϕ, σq ÞÑ σrϕs P StabpDq

on StabpDq which translates the associated slicing of σ by ϕ. In particular, for

0 ă ϕ ă 1 we have

Mσrϕs´ss
v “

#

Mσ´ss
v if π ě argpZpvqq ą ϕπ

Mσ´ss
v r1s if 0 ă argpZpvqq ď ϕπ .

By the notation Mσ´ss
v r1s, we mean the same moduli stack Mσ´ss

v with a universal

object shifted by r1s.

7.2.1. Quiver stability conditions. Suppose that E is an exceptional collection of D
such that its dual rE is full and strong. Then the extension closure of E1, . . . , En

is an abelian category AE, which under the derived equivalence in Theorem 7.4

corresponds to the abelian category ReppQ,Iq of representations of a quiver with

relations pQ, Iq. For any choice of ζ “ pζ1, . . . , ζnq with ζi P H zp´8, 0q, we define

a central charge Zζ by setting ZζpEiq “ ζi and extending it additively to KpDq.

We say that a stability condition σ “ pAE, Zζq constructed in this way is a quiver

stability condition.

If ζi “ ´θi `
?

´1 P H, the slope associated to σ “ pAE, Zζq matches precisely

the slope defined for representations of quivers in Section 2.2.1, so the derived

equivalence B : D „
ÝÑ DbpQ, Iq identifies Mσ´ss

v with Mθ´ss
d pQ, Iq where d is the

image of v under the isomorphism KpDq » KpQ, Iq. It was observed in [ABCH,

Proposition 8.1] that, more generally, for arbitrary ζi P H zp´8, 0q the equivalence

B still identifies Mσ´ss
v with Mθ´ss

d pQ, Iq where θ is defined by

θi “ ´Repζiq ` Impζiq

řn
j“1Repζjqdj

řn
j“1 Impζjqdj

.
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Note that θpdq “ 0 for this choice of θ.

7.2.2. Geometric stability conditions. Suppose now that S is a smooth projective

surface and D “ DbpSq. Recall that given an ample divisor H we may define the

slope of a torsion-free sheaf F by

µH
pF q “

c1pF q ¨ H

rkpF q
.

This defines the notion of µH-(semi)stable torsion-free sheaves. The slope of pure

one-dimensional sheaf G is defined as

µH
pGq “

ch2pGq

c1pGq ¨ H
.

This defines the notion of µH-(semi)stability for pure one-dimensional sheaves.

In [AB] the authors construct stability conditions σE,H “ pAE,H , ZE,Hq where

H,E are R-divisors with H being ample. We call these geometric stability condi-

tions. The heart of the t-structure is obtained as a tilt

AE,H “ xCohH,ďE¨Hr1s,CohH,ąE¨Hy

of CohpSq with respect to µH-stability. Here we write CohH,ąs for the extension

closure of torsion sheaves and µH-semistable torsion-free sheaves T with µHpT q ą s;

similarly, CohH,ďs is the extension closure of µH-semistable torsion-free sheaves F

with µHpF q ď s. The central charge is given by

ZE,HpF q “ ´

ż

S

e´E´
?

´1HchpF q P C .

Note that these stability conditions have the property that structure sheaves of

points Ox are stable and ZpOxq “ ´1. By result of [Tod], see also [MS], geometric

stability condition defines an Artin stack of finite type MσE,H´ss
v . Furthermore, loc.

cit. proves that MσE,H´ss
v is an open substack of all perfect complexes with trivial

negative Ext groups constructed in [Lie]. Therefore MσE,H´ss
v is equipped with an

obstruction theory whose associated virtual tangent complex at a point F is given

by RHomSpF, F qr1s.

Geometric stability is closely related to so called twisted Gieseker stability which

we explain now. Recall from [MW] that the pH,E´ K
2

q-twisted Hilbert polynomial

of F P CohpSq is defined as

PpH,E´K
2

qpF, tq :“

ż

X

chpF q ¨ e´pE´K
2

q`tH
¨ tdpSq P Rrts .

The choice of ´K{2, where K “ KS denotes the canonical divisor, is made so that

e
K
2 ¨ tdpSq “ p1, 0, c rptsq, c “ χpOSq ´ K2

8
P Q

has no codimension one part. Writing chE
p´q :“ chp´q ¨ e´E, we have

PpH,E´K
2

qpF, tq “ t2 ¨
rkpF qH2

2
` t ¨ pH ¨ chE

1 pF qq ` pchE
2 pF q ` c ¨ rkpF qq .
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If F is torsion-free, we define the pH,E´ K
2

q-twisted reduced Hilbert polynomial is

ppH,E´K
2

qpF, tq “ t2 ` t ¨
H ¨ chE

1 pF q

rkpF qH2{2
`

chE
2 pF q

rkpF qH2{2
`

2c

H2
.

We say that a torsion-free sheaf F is pH,E ´ K
2

q-twisted Gieseker (semi)stable if

for all 0 Ĺ F 1 Ĺ F we have

ppH,E´K
2

qpF
1, tqpďqppH,E´K

2
qpF, tq for all t " 0 .

In other words, F is pH,E ´ K
2

q-twisted Gieseker (semi)stable if for all 0 Ĺ F 1 Ĺ F

we have one of the followings:

(i)
H ¨ chE

1 pF 1q

rkpF 1q
ă
H ¨ chE

1 pF q

rkpF q

(ii)
H ¨ chE

1 pF 1q

rkpF 1q
“
H ¨ chE

1 pF q

rkpF q
and

chE
2 pF 1q

rkpF 1q
“

chE
2 pF q

rkpF q
.

For 1-dimensional sheaves, pH,E ´ K
2

q-twisted Gieseker stability is equivalent to

pH,E ´ K
2

q-twisted slope stability, where the twisted slope of F is given by

chE
2 pF q

H ¨ ch1pF q
.

The geometric stability recovers pH,E´ K
2

q-twisted Gieseker stability in the large

volume limit. Note that AE,H “ AE,tH for any t ą 0 in the following statement.

Lemma 7.6 ([Bri2]). Let H,E be R-divisors with H being ample and v P KpSq.

Let t " 0 be large enough according to H, E and v. Let F P AE,H of type v.

(1) If dimpvq “ 1, then

F is σE,tH-(semi)stable ô F is pH,E ´ K
2

q-twisted slope (semi)stable sheaf.

(2) If dimpvq “ 2 and we assume further that E ¨ H ă µHpvq, then

F is σE,tH-(semi)stable ô F is pH,E ´ K
2

q-twisted Gieseker (semi)stable sheaf.

Proof. This is essentially Proposition 14.2 of loc. cit. Even though the cited refer-

ence considers only K3 surfaces, the same proof applies to arbitrary surfaces once

we observe the characterization of the pH,E ´ K
2

q-twisted Gieseker (semi)stability

in the preceding paragraphs. See also [Rek, Lemma 3.5] where this was used. Proof

of the dimpvq “ 2 case can be easily adapted to the case when dimpvq “ 1. □

Remark 7.7. Consider the moduli stack MH´ss
v of Gieseker H-semistable sheaves

of type v. By Lemma 7.6, we can identify this moduli stack as

MH´ss
v “ Mσ´ss

v

for some geometric stability condition σ. When dimpvq “ 1, µH-(semi)stability is

equivalent to σpK
2
,tHq-(semi)stability for t " 0. Now let dimpvq “ 2. Pick some small
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enough n such that pnH ` K
2

q ¨ H ă µHpvq. Since H and nH are linearly depen-

dent, pH,nHq-twisted Gieseker (semi)stability is equivalent to the usual Gieseker

(semi)stability with respect to H. On the other hand, the lemma says that pH,nHq-

twisted Gieseker (semi)stability is equivalent to σnH`K
2
,tH - (semi)stability for some

t " 0.

The following Lemma will be useful later.

Lemma 7.8. Let S be a surface with nef anticanoical surface. Let σE,H be a

geometric stability condition and ϕ P R. Then the abelian category AE,Hrϕs has

homological dimension 2.

Proof. Suppose that F1, F2 are objects in AE,Hrϕs “ Pppϕ, ϕ`1sq. It was proven in

[Moz, Theorem 7.7] that HompPpϕ1q,Ppϕ2qq “ 0 if ϕ2 ´ ϕ1 ą 2. Since F2rks is an

object in Pppϕ`k, ϕ`k`1sq it follows that ExtkpF1, F2q “ HompF1, F2rksq “ 0 for

k ě 3, showing that the homological dimension is at most 2. Since Oxrms belongs

to AE,Hrϕs for some m P Z and Ext2pOxrms,Oxrmsq ‰ 0, homological dimension is

precisely 2. □

7.2.3. The ABCH program. Let S be a surface which admits (possibly many) full

and strong exceptional collections, for instance any del Pezzo surfaces [BS, Example

8.6].15 It was proposed in [ABCH, AM] that one could try to use the exceptional col-

lections on S and corresponding quiver stability conditions to study moduli spaces

with respect to geometric stability conditions. Note that the quiver stability con-

ditions that we will consider are typically not geometric; for example OP2p´1qr2s

appears in the exceptional collection in Example 7.3 but it is not in the heart of any

geometric stability condition. However, in some cases the R-action on the space of

stability conditions can be used to relate geometric and quiver stability conditions.

Definition 7.9. Let σ be a geometric stability condition and v P KpSq. We say that

Mσ´ss
v admits a quiver description if there is another geometric stability condition

σ1 and ϕ P R such that σ1rϕs is a quiver stability condition and, for F in class v,

F is σ-(semi)stable ô F is σ1-(semi)stable .

In particular, when this happens the moduli stack Mσ´ss
v can be identified with

a moduli stack of representations Mθ´ss
d pQ, Iq of some quiver with relations via the

equivalence DbpSq » DbpQ, Iq composed with a twist rks.

A careful study of the wall and chamber structure on the space of stability con-

ditions and an identification of “quiver regions” associated to certain choices of

exceptional collections allowed the authors to prove the following:

15Having geometric helix implies that we have a full and strong exceptional collection.
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Theorem 7.10 ([ABCH, AM]). Let S “ P2, S “ P1 ˆ P1 or S “ BlptpP2q. Then,

for any geometric stability condition σ and v P KpSq, Mσ´ss
v admits a quiver

description.

The authors in [AM, Conjecture 1] conjecture that the same is true for any

del Pezzo surfaces. We remark that in the case of S “ P2 the only exceptional

collections used are the ones obtained from tensoring by a line bundle Example 7.3.

7.3. Application to sheaf Virasoro constraints. Let X be a smooth projective

variety admitting a full exceptional collection. Virasoro constraints for moduli

spaces of sheaves on X are formulated in [BLM] using a descendent algebra DX

generated by symbols of the form chkpγq for a cohomology class γ P H˚pXq and

Virasoro operators Ln : DX Ñ DX ; the descendent algebra admits a realization

map to H˚pNXq, see Definition 2.5 in [BLM]. On the other hand, we defined

in Definition 5.17 the Ext descendent algebra DT to be generated by symbols of

the form chL
k pαq for α P KpXq, and a realization map to H˚pNXq. We have an

isomorphism between the two descendent algebras

ψ : DT
Ñ DX , chL

k pαq ÞÑ chk

`

chpα_
qtdpXq

˘

.

As we did for quivers in Proposition 6.6, we can show that this isomorphism

commutes with realization homomorphisms and intertwines the Virasoro operators

on DT (cf. Definition 5.22) and on DX (cf. [BLM, Section 2.3]).16 Indeed, the

operators both on DT and DX are shown to be dual to the canonical Virasoro

operators on the lattice vertex algebra V X :“ H˚pNXq “ H˚pN Tq, see Proposition

5.23 and [BLM, Theorem 4.12].

Suppose we are given a coarse moduli space Mσ
v parametrizing sheaves or com-

plexes onX with respect to some stability condition σ such that there are no strictly

σ-semistable objects of type v. Suppose further that the natural perfect obstruction

theory on Mσ
v is 2-term, so we have a natural virtual fundamental class rMσ

v svir.

The sheaf Virasoro constraints conjectures in [BLM] are the statement that the

class rMσ
v svir in qV X is a primary state.

Theorem 7.11. Let S be a del Pezzo surface, σ be a geometric stability condition

and v P KpSq. Suppose that Mσ´ss
v admits a quiver description.

(i) If there are no strictly σ-semistable objects of type v, then the coarse mod-

uli space Mσ
v together with its natural virtual class satisfies the Virasoro

constraints.

(ii) If Ext2SpF, F 1q “ 0 for all σ-semistable objects F and F 1 of type v, then the

moduli stack Mσ´ss
v is smooth and tautologically generated. Furthermore,

16Since X admits a full exceptional collections, we have Hp,qpXq “ 0 for all p ‰ q by [MT,

Proposition 1.9]. In the language of [BLM] this means that chkpγq “ chHk pγq.
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the Virasoro operators are geometric, i.e. they descend to the cohomology

ring via the realization homomorphism DS Ñ H˚pMσ´ss
v q.

Proof. Let Mσ´ss
v be a moduli stack admitting a quiver description. By definition,

this means that we have an exceptional collection E “ pE1, . . . , Enq of DbpSq and a

stability condition θ for a corresponding pQ, Iq such that

B : Mσ´ss
v

„
ÝÑ Mθ´ss

d .

This isomorphism is obtained by the equivalence B : DbpSq Ñ DbpQ, Iq, possibly

composed by a shift rks. By definition of B, it lifts to a quasi-equivalence between

the natural dg enhancements which in turn defines an quasi-isomorphism between

derived stacks B : N S
Ñ NQ. Here Q is the canonical dg quiver associated to

pQ, Iq which is quasi-smooth by Lemma 7.8. Then we have a homotopy commutative

diagram

(22)

Mσ´ss
v Mθ´ss

d

N S NQ

B

B

where the vertical morphisms are open embeddings. Note that this induces an

obstruction theory for both Mσ´ss
v and Mθ´ss

d whose virtual tangent complexes at

points F P Mσ´ss
v and V P Mθ´ss

d are given by

RHomSpF, F qr1s, RHomQpV, V qr1s

respectively. By commutativity of (22), B : Mσ´ss
v Ñ Mθ´ss

d also identifies the ob-

struction theories. By Lemma 7.8, the complex RHomSpF, F qr1s lies in the perfect

amplitude r´1, 1s, hence so is RHomQpV, V qr1s.

To show the statement (i), assume that there are no strictly σ-semistable objects

of type v. Then the good moduli spaces are simply the Gm-rigidification of the

moduli stacks and we have a homotopy commutative diagram

(23)

Mσ
v M θ

d

pN Sqpl pNQqpl

B

B

with the vertical morphisms being open embeddings. The good moduli spaces

are equipped with the induced truncated obstruction theory whose virtual tangent

complex lies in the amplitude r0, 1s. Pushforward of the virtual classes define the

elements in the Lie algebras associated to vertex algebras

rMσ
v s

vir
P qV S, rM θ

d s
vir

P qV Q .

By Corollary 5.15, B˚ : V S Ñ V Q is a vertex algebra isomorphism intertwining

the Virasoro operators; hence the induced isomorphism of Lie algebras B˚ : qV
S Ñ

qV Q preserves the subspaces of primary states. Since B˚prMσ
v svirq “ rM θ

d svir by
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commutativity of (23),Mσ
v satisfies the Virasoro constraints with its natural virtual

class if and only if M θ
d does. By Theorem 6.11, we know that M θ

d satisfies the

Virasoro constraints with respect to the virtual class defined in Section 4.1. To show

that this virtual class is equal to the one coming from the derived enhancement of

NQ, it suffices to compare the K-theory class of the virtual tangent complex by

the result of [Sie]. By Proposition 3.8, the K-theory class coming from the derived

enhancement of NQ is

O ´
ÿ

iPQ0

HompVi,Viq `
ÿ

ePQ1

HompVspeq,Vtpeqq ´
ÿ

r̃PQ2

HompVspr̃q,Vtpr̃qq ,

which matches precisely the K-theory class of the virtual tangent complex given by

the explicit description in Section 4.1, proving the statement (i).

Now we consider the statement (ii). Assume that Ext2SpF, F 1q “ 0 for all F, F 1 in

Mσ´ss
v . Via the isomorphism B : Mσ´ss

v
„
ÝÑ Mθ´ss

d this implies the analogous state-

ment for pQ, Iq. Therefore pQ, Iq, d and θ satisfy Assumption 4.7. By Theorem 4.10,

we have a surjective realization homomorphism

ξd : DQ
d Ñ H˚

pMθ´ss
d q

through which the operators RQ
n descend. On the other hand, by taking cohomology

of the diagram (22), we obtain a commutative diagram

H˚pMσ´ss
v q H˚pMθ´ss

d q

DS
v DQ

d

B˚

B˚

where the isomorphism B˚ : DQ
d Ñ DS

v is defined as in the proof of Theorem 5.13;

explicitly, it is given by

B˚chkpiq “ chk

`

chp rE_
i qtdpXq

˘

, i P Q0.

Note that this isomorphism B˚ intertwines the Virasoro operators RS
n and RQ

n which

can be checked directly from the definition of B˚.17 Therefore, statements about

surjectivity of the realization homomorphism and descent of RS
n follows from the

corresponding statements for pQ, Iq. □

By applying the above theorem to del Pezzo surfaces where the ABCH program

is proven, we obtain the following result concerning sheaf moduli spaces.

Corollary 7.12. LetMH´ss
v be a moduli stack of nonzero-dimensionalH-semistable

sheaves on P2, P1 ˆ P1 or BlptpP2q.

17More conceptually, this stems from the fact that the descendent algebras DS ,DQ and respec-
tive Virasoro operators are identified with the naturally defined Ext descendent algebra and Ext
Virasoro operators, see Definitions 5.17 and 5.22.
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(i) If there are no strictlyH-semistable sheaves of type v, then the coarse moduli

space MH
v satisfies the Virasoro constraints with smooth fundamental class.

(ii) The moduli stack MH´ss
v is a smooth and tautologically generated. Fur-

thermore, the Virasoro operators descends to the cohomology ring via the

realization homomorphism.

Proof. Let MH´ss
v be a moduli stack as in the statement. By Remark 7.7 and

Theorem 7.10, it admits a quiver description. For any positive dimensional H-

semistable sheaves F and F 1 of type v, we have

Ext2SpF, F 1
q » HomSpF 1, F b KSq

_
“ 0

since F 1 and F b KS are µH-semistable sheaves with µHpF 1q ą µpF b KSq by

negativity of KS. This implies that the moduli stack is smooth by deformation

theory. Therefore (i) and (ii) follows from the corresponding statements from The-

orem 7.11. □

Note that part (i) of the above Theorem is also shown in [BLM, Boj] when

dimpvq “ 2. The case dimpvq “ 1 was previously only known conditionally on some

technical conditions necessary for the application of a wall-crossing formula [BLM,

Assumption 5.8].

The statement about the Virasoro operators descending for the moduli spaces of

one-dimensional sheaves on P2 is applied to the study of the cohomology ring of

such moduli spaces in terms of generators and relations in [KLMP].

8. Grassmannian and symmetric polynomials

In this section, we study the Virasoro constraints of Grassmannians from the per-

spective of symmetric functions. Previously, notation GrpN, kq was used to denote

the Grassmannian parametrizing k-dimensional quotients of a fixed vector space

CN . In this section, we change the notation and use Grpk,Nq to denote the Grass-

mannian parametrizing k-dimensional subspaces of CN . We shift to this convention

because Grassmannians and symmetric functions are discussed often in this way.

8.1. Algebra of symmetric functions. We will now recall some basic definitions

regarding the algebra of symmetric functions, following [Mac]. Let

Λ “ lim
ÐÝ
n

Qrx1, . . . , xns
Sn

be the ring of symmetric functions in infinitely many variables, where the inverse

limit is understood in the category of graded rings. The ring Λ can be described as

the polynomial ring in infinitely many variables in a few different ways:

(1) Λ “ Qre1, e2, . . .s where ej is the j-th elementary symmetric function.

(2) Λ “ Qrp1, p2, . . .s where pj is the j-th power sum.

(3) Λ “ Qrh1, h2, . . .s where hj is the j-th complete symmetric function.
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The different sets of generators can be written in terms of each other by Newton’s

identities:

ÿ

jě0

ej “ exp

˜

ÿ

kě1

p´1qk`1

k
pk

¸

ÿ

jě0

hj “ exp

˜

ÿ

kě1

1

k
pk

¸

“

˜

ÿ

jě0

p´1q
jej

¸´1

.

Above, we set e0 “ h0 “ 1; the identities are understood in the completion of Λ

with respect to the degree. Each set of generators defines a basis of Λ indexed by

partitions λ “ pλ1 ě λ2 ě ¨ ¨ ¨ ě λℓpλqq :

eλ “

ℓpλq
ź

i“1

eλi
, pλ “

ℓpλq
ź

i“1

pλi
, hλ “

ℓpλq
ź

i“1

hλi
.

Another natural basis indexed by partitions is tmλu where

mλpx1, . . . , xnq “
ÿ

σ

n
ź

i“1

xσi
i

where the sum is over all the distinct permutations of λ.

The ring Λ admits a non-degenerate bilinear pairing x´,´y, called the Hall inner

product, that plays a particularly important role. This pairing is defined by setting

xpλ, pµy “ δλµzλ .

In the formula above

zλ “
ź

iě1

imimi!

wheremi is the number of times that i appears in λ. It can be checked that for every

n ą 0 the multiplication operator pn and the annihilation operator p´n :“ n B

Bpn
are

adjoint with respect to the Hall pairing, i.e.,

xpnf, gy “ xf, p´n gy .

Schur polynomials tsλu form yet another natural basis of Λ indexed by partitions.

They can be defined by the following property:

Definition 8.1. The Schur polynomials tsλu are the unique orthonormal basis of

Λ with respect to x´,´y such that

sλ “ mλ `
ÿ

µăλ

aλµmµ

for some aλµ P Q where the sum runs over partitions µ which are smaller than λ in

the lexicographic order.
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There are several different ways to define Schur polynomials more explicitly. For

example they can be written in terms of the complete symmetric functions hi by a

determinant formula:

sλ “ det
`

hλi´i`j

˘

1ďi,jďℓpλq
.

Another possible definition of Schur polynomials is presented in Proposition 8.6.

The ring Λ admits an involution σ : Λ Ñ Λ defined by σppjq “ p´1qj´1pj. This

involution sends sλ to sλt where λt is the conjugate partition.

Example 8.2. Elementary symmetric functions and complete symmetric functions

are both easily written as Schur functions:

ej “ sp1qj , hj “ spjq .

We also have

sp2,2q “
1

12
p41 `

1

4
p22 ´

1

3
p1p3 .

8.2. Vertex algebra from symmetric functions. Let ΛrQ, q˘1s be the extension

of Λ by the algebra QrQ, q˘1s associated to the monoid N ˆ Z. The Hall pairing

extends to this vector space

Λ˚
rQ, q˘1

s b Λ˚rQ, q˘1
s

x´,´y
ÝÝÝÑ Q .

The additional subscript and superscript of ˚ are just to indicate their relation to

the cohomology and homology as we discuss next.

Recall the Grassmannian vertex algebra V Gr “ H˚pNA1,frq from Example 6.5.18

Then, we have a diagram similar to (17)

(24)

H˚pNkÑNq H˚pNkÑNq Q

QNqk ¨ Λ˚ QNqk ¨ Λ˚ Q

b

ξ:ξ

b

where ξ is a ring isomorphism sending pn to n!chnpVq and ξ: is induced from the

perfect pairings defined by topological pairing on the top and Hall pairing on the

bottom. The resulting isomorphism ξ: : V Gr „
ÝÑ Λ˚rQ, q˘1s endows Λ˚rQ, q˘1s with a

vertex algebra structure such that it becomes a vertex subalgebra of VApZˆZ, χsym
Gr q

where

χsym
Gr

`

pk1, N1q, pk2, N2q
˘

“ 2k1k2 ´ k1N2 ´ k2N1 .

Using the ambient lattice vertex algebra VApZˆZ, χsym
Gr q, we can explicitly write

down fields of Λ˚rQ, q˘1s. Here, we record two of the fields acting on the component

18We need to use the dual convention for the framed vertex algebra since we changed the
convention of Grassmannian in this section.
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QNqk ¨ Λ˚ that are relevant to us:

Y pp1, zq :“
ÿ

ną0

pnz
´1`n

` 2kz´1
`

ÿ

ną0

2p´nz
´1´n ,

Y pq, zq :“ eq ¨ exp

˜

ÿ

ją0

pj
j
zj

¸

exp

˜

´
ÿ

ją0

2p´j

j
z´j

¸

.

We warn the reader that the annihilation operators in this vertex algebra are 2p´n

rather than p´n for n ą 0 since χsym
Gr pp1, 0q, p1, 0qq “ 2.

8.3. Schubert calculus. The descendent algebra DA1
k of the quiver with only one

node A1 can be naturally identified with the algebra of symmetric functions Λ˚:

(25)
QNqk ¨ Λ˚ DA1

k H˚pNkÑNq

pn n!chn n!chnpVq

where V is the universal rank k complex over NkÑN “ Nk. Note that the com-

position of these maps is precisely ξ in (24). Similarly, the elementary symmetric

functions ej are sent to the Chern classes of V and the signed complete symmetric

functions p´1qjhj are sent to the Segre classes of V .

Let F be the rank k universal subbundle of Grpk,Nq. The geometric realization

map for the Grassmannian

ξF : Λ
˚

Ñ H˚
pGrpk,Nqq

sends by definition ej to cjpFq. We recall that the cohomology ring of the Grass-

mannian is

H˚
pGrpk,Nqq – Qrc1, . . . , cks{I

where I is the ideal generated by

“

p1 ` c1 ` c2 ` . . . ` ckq
´1
‰

j
, for j ą N ´ k

where r´sj denotes the degree j part. The (Poincaré duals of) Schubert cycles

Sλ P H˚
pGrpk,Nqq , λ Ď pN ´ kq

k

form a linear basis of the cohomology H˚pGrpk,Nqq. By Pieri’s formulas, the map

Λ˚ Ñ H˚pGrpk,Nqq sends the Schur polynomial sλ to the corresponding Schubert

cycle p´1q|λ|Sλ. In particular, sλ is mapped to 0 whenever λ is not contained in the

rectangular shape pN ´ kqk. As an easy consequence of this fact, we can identify

the class of the Grassmannian in the Grassmannian vertex algebra:

Proposition 8.3. The class of the Grassmannian Grpk,Nq is given by

rGrpk,Nqs “ QNqk b p´1q
kpN´kqspN´kqk P Λ˚rQ, q˘1

s .
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Proof. Write rGrpk,Nqs “ QNqk b gN,k for some gN,k P Λ˚. Let λ be a partition

and consider the associated Schur polynomial sλ P Λ˚. By the Schubert calculus

considerations above we have

xgN,k, sλy “

ż

Grpk,Nq

p´1q
|λ|Sλ “

#

p´1qkpN´kq if λ “ pN ´ kqk

0 otherwise

since Sλ “ 0 for any other partition of size at least kpN ´ kq. Since tsλuλ form an

orthonormal basis for the Hall inner product it follows that

gN,k “ p´1q
kpN´kqspN´kqk . □

8.4. Virasoro constraints for the Grassmannian. In this section we will write

down the Virasoro constraints for the Grassmannian using the language of symmet-

ric functions explained in the previous section.

Recall from Section 8.2 that Λ˚rQ, q˘1s is a vertex subalgebra of VApZˆZ, χsym
Gr q.

Since the latter is a lattice vertex algebra associated to the nondegenerate pairing

χsym
Gr , it is equipped with the natural conformal element and the corresponding

Virasoro operators. It is easy to check that the half of the Virasoro operators

tLnuě´1 preserve the vertex subalgebra Λ˚rQ, q˘1s since Z ˆ t0u Ă Z ˆ Z is the

sublattice. Explicitly, the Virasoro operators on each component QNqk ¨ Λ˚ are

given by19

(26) Ln “

$

’

’

’

&

’

’

’

%

ÿ

jě1

pjp´n´j `
ÿ

a`b“n
a,bą0

p´ap´b ` p2k ´ Nqp´n n ą 0

ÿ

ją0

pjp´j ` kpk ´ Nq ¨ id n “ 0

with L´1 being the translation operator T . By using the Hall pairing, we obtain

the dual Virasoro operators acting on QNqk ¨ Λ˚:

(27) Ln :“ pLnq
:

“

$

’

’

’

&

’

’

’

%

ÿ

jě1

pn`jp´j `
ÿ

a`b“n
a,bą0

papb ` p2k ´ Nqpn n ą 0

ÿ

ją0

pjp´j ` kpk ´ Nq ¨ id n “ 0

Under the identificationQNqk¨Λ˚ » DA1
k in (25), these dual Virasoro operators agree

with the framed Virasoro operators L˚ÑN
n defined in Section 4.3.1.20 Therefore, the

Virasoro constraints for the Grassmannian Grpk,Nq are equivalent to its class in

Λ˚rQ, q˘1s being annihilated by Ln operators for n ě 0.

19If we set N “ 0 in the formula, we recover precisely half of the Virasoro operators on VApZ, 2q.
20Here, we are again using a different convention for the framing as we do in Section 8.
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By Proposition 8.3 and Hall pairing duality between L˚ÑN
n and Ln, the Virasoro

constraints of Grpk,Nq amount to the following identity: for n ą 0, we have21

(28)

¨

˚

˝

ÿ

jě1

pn ` jqpj
B

Bpn`j

`
ÿ

a`b“n
a,bą0

ab
B

Bpa

B

Bpb
` p2k ´ Nqn

B

Bpn

˛

‹

‚

spN´kqk “ 0 .

This equation is a consequence of Theorem 6.11, but it is also a well-known fact

about the representation theory of the Virasoro Lie algebra [MY], see Theorem 8.15.

For completeness we will also give a self-contained proof in Proposition 8.9 using

Hecke correspondences for Grassmannians.

For the Grassmannian, it happens that the Virasoro constraints fully determine

the descendent integrals (up to scalar). This can be thought of as the analog that

the Virasoro constraints for the Gromov–Witten of a point (equivalent to Witten’s

conjecture together with the string equation) determine all the integrals of ψ classes.

This is again well-known in the representation theory of the Virasoro Lie algebra,

see the uniqueness part of Theorem 8.15.

Proposition 8.4. Suppose that QNqk b f P Λ˚rQ, q˘1s is a primary state in the

Grassmannian vertex algebra, i.e. LnpQNqk b fq “ 0 for n ě 0 for the operators

defined in (26). Then f is proportional to spN´kqk .

Proof. We start by noting that the L0 equation is equivalent to f being homogeneous

of degree d :“ kpN ´ kq. Since we have already showed that spN´kqk satisfies the

Virasoro constraints LnpQNqk b fq “ 0 it is enough to show that the Virasoro

constraints determine f after one fixes xpd1, fy. Consider the partial order of the set

of partitions defined by

λ1 ă λ if and only if ℓpλ1
q ą ℓpλq, or ℓpλ1

q “ ℓpλq and m1pλ1
q ą m1pλq

where m1pλq denotes the number of times that 1 appears in λ. Note that the

partition 1d is smaller than any other partition of d with respect to ă. We claim

that if f satisfies the Virasoro constraints then for any partition λ ‰ 1d we can

write xpλ, fy as a linear combination of xpλ1 , fy for λ1 ă λ.

Let λ “ pλ1, λ2, . . . , λℓq with λi non-decreasing. Let m “ m1pλq ě 0. Assuming

that λ ‰ 1d we have m ă ℓ so let t “ λm`1 ą 1. Define the partition rλ of d´ t` 1

by

rλ “ p1, . . . , 1, 1
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

m`1

, λm`2, . . . , λℓq .

By the Virasoro constraints for f we have

(29) 0 “ xLt´1pprλq, fy “ pm ` 1qxpλ, fy `
ÿ

λ1ăλ

Cλ1xpλ1 , fy

21The n “ 0 case is a simple consequence of the dimension formula dimGrpk,Nq “ kpN ´ kq.
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for explicit constants Cλ1 P Z. It is straightforward to see that only partitions λ1 ă λ

appear: all the partitions coming from the linear part of Lt´1 have bigger length and

all the remaining partitions coming from the derivation part have m1pλ1q “ m`1 ą

m “ m1pλq. It follows by induction with respect to the order ă that xpλ, fy can be

determined from xpd1, fy, proving the proposition. □

Example 8.5. We illustrate the algorithm used in the proof of Proposition 8.4 by

computing the integrals of descendents in Grp4, 2q. We have

0 “

ż

Grp4,2q

L1pp
3
1q “ 3

ż

Grp4,2q

p21p2

0 “

ż

Grp4,2q

L2pp
2
1q “ 2

ż

Grp4,2q

p1p3 `

ż

Grp4,2q

p41

0 “

ż

Grp4,2q

L1pp1p2q “

ż

Grp4,2q

p22 ` 2

ż

Grp4,2q

p1p3

0 “

ż

Grp4,2q

L3pp1q “

ż

Grp4,2q

p4 ` 2

ż

Grp4,2q

p21p2 .

In each equality, the first term of the right hand side is the leading term in the sense

of the proof of the proposition and the equalities can be used to recursively deter-

mine these leading terms. By further using that
ş

Grp4,2q
c22 “ 1 [EH, Corollary 4.2]

or
ş

Grp4,2q
p41 “ 2 [EH, Exercise 4.38] we determine all the integrals of descendents:

ż

Grp4,2q

p41 “ 2 “

ż

Grp4,2q

p22 ,

ż

Grp4,2q

p1p3 “ ´1 ,

ż

Grp4,2q

p4 “ 0 “

ż

Grp4,2q

p21p2 .

Note that these can be obtained from the expression for sp2,2q in Example 8.2.

8.5. Hecke operators. We define Hecke operators Hn : Λ Ñ Λ as the following

vertex operators:

Hpzq “
ÿ

nPZ

Hnz
n

“ exp

˜

ÿ

ją0

pj
j
zj

¸

exp

˜

´
ÿ

ją0

p´j

j
z´j

¸

.

This corresponds to the field Y pq, zq of the lattice vertex algebra associated to pZ, 1q

via isomorphism VApZ, 1q » Λ˚rq˘1s. By Newton’s identities we can rewrite the

Hecke operators as

Hn “
ÿ

jě0

p´1q
jhj`n ˝ eK

j

where p´qK denotes the adjoint operator with respect to the Hall pairing. Such

operators have been studied in depth from the point of view of the combinatorics of

Λ, see for instance [Jin]. In the literature they are often called Bernstein operators

or simply vertex operators; we have opted to call them Hecke operators due to their

geometric meaning that we explain below. We summarize some of the well-known

properties of these operators in the following proposition:

Proposition 8.6 ([Jin]). The Hecke operators satisfy the following properties:
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(1) We have

rHn, pms “ ´Hn`m , for every n P Z, m P Zzt0u .

(2) The adjoint to a Hecke operator is given by

HK
n “ p´1q

nσ ˝ H´n ˝ σ .

(3) The Hecke operators satisfy the commuting relations

HnHm “ ´Hm´1Hn`1 .

In particular HnHn`1 “ 0.

(4) The Schur polynomial sλ can be given in terms of Hecke operators by

sλ “ Hλ1Hλ2 . . . Hλℓ
1.

Proof. Parts (2), (3) and (4) are (2.5), (2.12) and (3.9) in [Jin] in the limit t Ñ 0.

Part (1) is the defining property of vertex operators, see for example (5.4.3b) in

[Kac]. □

Note that the expression for Schur polynomials given by p4q makes sense for

any tuple λ “ pλ1, . . . , λℓq of (not necessarily positive) integers. The commuting

relations (3) can be used to reduce the Schur polynomial associated to any tuple to

the Schur polynomial of a partitions.

These Hecke operators play a role in the following geometric setup. Consider the

Grassmannians Grpk,Nq and Grpk ` 1, Nq and their respective universal bundles

Fk Ď ON , Fk`1 Ď ON . The flag variety Flagpk, k` 1;Nq is a projective bundle over

both Grassmannians:

(30)

PpON{Fkq Flagpk, k ` 1;Nq PpF_
k`1q

Grpk,Nq Grpk ` 1, Nq

πk πk`1

The universal flag on Flagpk, k ` 1;Nq is

Fk Ď Fk`1 Ď ON

where we omit the pullbacks via πk, πk`1. The line bundle Fk`1{Fk can be inter-

preted in each projective bundle description as

Fk`1{Fk “ OPpON {Fkqp´1q “ OPpF_
k`1qp1q .

Let ζ “ c1pFk`1{Fkq P H2pFlagpk, k ` 1;Nqq. We define geometric Hecke operators

by

rHℓ : H
˚
pGrpk,Nqq ÝÑ H˚

pGrpk ` 1, Nqq

γ ÞÝÑ pπk`1q˚

`

ζℓ ¨ π˚
kγ
˘

.

The connection between these geometric Hecke operators and the previously defined

Hecke operators on Λ is explained in the next proposition:
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Proposition 8.7. For every ℓ ě 0 the following diagram commutes:

Λ˚ Λ˚

H˚pGrpk,Nqq H˚pGrpk ` 1, Nqq .

Hℓ´k

rHℓ

Proof. The proposition is easily proved by comparing the two paths applied to

1 P Λ˚ and by showing that rHℓ satisfies commutation relations with pa similar to

the ones in Proposition 8.6(1). Indeed, we have by the projective bundle formula

rHℓp1q “ pπk`1q˚pζℓq “ sℓ´kpF_
k`1q “ hℓ´kpFk`1q .

On the other hand, Hℓ´kp1q “ hℓ´k. By the push-pull formula we have

rHℓ

`

papFkqγ
˘

“ pπk`1q˚

`

ppapFk`1q ´ ζaq ¨ ζℓ ¨ π˚
kγq “ papFk`1q rHℓpγq ´ rHℓ`apγq .

Comparing with Proposition 8.6(1) and using induction the result follows. □

The geometric picture with the Hecke operators allows us to give a second proof

of Proposition 8.3.

Proof of Proposition 8.3 via Hecke operators. Denote by gN,k P Λ˚ the symmetric

function such that rGrpk,Nqs “ QNqk b gN,k. Let f P Λ˚. Using the projective

bundles in (30) and Proposition 8.7 we find that

xgN,k, fy “

ż

Grpk,Nq

f “

ż

Flagpk,k`1;Nq

p´ζq
N´k´1π˚

kf

“ p´1q
N´k´1

ż

Grpk`1,Nq

HN´2k´1pfq “ p´1q
N´k´1

xgN,k`1, HN´2k´1pfqy

“ p´1q
k
xσH2k`1´NσpgN,k`1q, fy .

In the last step we used 8.6(2). Thus we conclude that

gN,k “ p´1q
kσH2k`1´NσpgN,k`1q .

Using gN,N “ 1 we can recursively obtain

(31) gN,k “ p´1q
řN´1

j“k jσH2k`1´NH2k`3´N . . . HN´3HN´1p1q .

Using Proposition 8.6 (3) iteratively we find that

(32) H2k`1´NH2k`3´N . . . HN´3HN´1 “ p´1q
řN´k´1

i“0 iHkHk . . . Hk

Note that the signs of (31) and (32) combine to

N´1
ÿ

j“k

j `

N´k
ÿ

i“0

i “

N´k´1
ÿ

i“0

p2i ` kq ” kpN ´ kq mod 2 .

Thus, putting (31) and (32) together gives

gN,k “ p´1q
kpN´kqσHkHk . . . Hkp1q “ p´1q

kpN´kqσpskN´kq “ p´1q
kpN´kqspN´kqk . □
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We take the opportunity to give a direct and elementary proof of the Virasoro

constraints for the Grassmannian based on these Hecke operators. For that, we need

the commutator between the Virasoro and Hecke operators. In the following two

propositions, we use the operators Ln and Ln from (26) and (27) with k “ N “ 0,

i.e.,

Ln “

$

’

’

’

&

’

’

’

%

ÿ

jě1

pjp´n´j `
ÿ

a`b“n
a,bą0

p´ap´b n ą 0

ÿ

ją0

pjp´j n “ 0

and Ln “ pLnq:.

Proposition 8.8. We have the following identities in EndpΛq:

rLn, Hms “ pm ` n ´ 1qHm`n `

n´1
ÿ

j“1

Hn`m´j ˝ pj ´ Hm ˝ pn

“ pm ` 1qHn`m `

n´1
ÿ

j“1

pj ˝ Hn`m´j ´ pn ˝ Hm ,

rLn, Hms “ pm ´ 1qHm´n `

n´1
ÿ

j“1

Hm´n`j ˝ p´j ´ Hm ˝ p´n

“ pm ´ n ` 1qHm´n `

n´1
ÿ

j“1

p´j ˝ Hm´n`j ´ p´n ˝ Hm .

Proof. Proofs can be obtained directly from Proposition 8.6(1), but see also the

Appendix in [LY] (note that the operators in loc. cit. differ from ours by a factor of

1{2 in Tn, but since they analyse Rn and Tn separately we can deduce the identities

here from their work). □

We use this to give a direct proof of (28).

Proposition 8.9. Equation (28) holds, i.e. for every m, k, n ą 0 we have

Lnpsmkq “ pm ´ kqp´nsmk .

Proof. We prove the statement by induction on k. We leave k “ 1 for the reader to

check. Suppose that the equation holds for some k. From Proposition 8.8 we have

rLn, Hms ´ rLn´1, Hm´1s “ 2p´n`1 ˝ Hm´1 ´ p´n ˝ Hm .

Note that we have Hmsmk “ smk`1 and Hm´1smk “ 0; the latter holds due to

Proposition 8.6(3). □

8.6. Symmetrized Hecke operators and wall-crossing. Note that the Hecke

operators used in the previous section appear naturally as fields associated to the

state q P Λrq˘1s when we give Λ˚rq˘1s the vertex algebra structure associated to
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the lattice pZ, 1q. However, the Grassmannian vertex algebra Λ˚rq˘1, Qs is a sub-

algebra of the lattice vertex algebra associated to pZ ˆ Z, χsym
Gr q where

χsym
Gr ppN, kq, pN 1, k1

qq “ 2kk1
´ pNk1

` N 1kq .

In particular, the subalgebra Λrq˘1s Ď V Gr is the lattice vertex algebra associated

to pZ, 2q. Thus wall-crossing formulas on V Gr are in principle not written using the

previous Hecke operators, but rather

Hsym
pzq “

ÿ

nPZ

Hsym
n zn “ exp

˜

ÿ

ją0

pj
j
zj

¸

exp

˜

´
ÿ

ją0

2p´j

j
z´j

¸

.

More precisely, we have

Y pq b 1, zqQNqk b f “ p´1q
N´kz2k´NHsym

pzqf .

Denoting by ru, vs “ up0qv the 0-th product in V Gr “ Λ˚rQ, q˘1s we have in

particular

(33) rq b 1, QNqk b f s “ p´1q
N´kQNqk`1

b Hsym
N´2k´1f

In [CJ, Theorem 3.10], Cai and Jing prove a formula for Schur polynomials of

rectangular shapes in terms of the vertex operators Hsym
n .22 Their proof is entirely

combinatorial. We now use the wall-crossing formula from Example 6.4 to give a

new proof of this formula using the Grassmannian.

Proposition 8.10 ([CJ, Theorem 3.10]). Let m, k ą 0. We have the following

identity in Λ:

(34) Hsym
m´k`1H

sym
m´k`3 . . . H

sym
m`k´3H

sym
m`k´1p1q “ p´1qpk

2qk!spmqk .

Proof. Let N “ m ` k. We show this by comparing Proposition 8.3 with the wall-

crossing formula in Example 6.5. On one hand, Proposition 8.3 gives the formula

for the class of the Grassmannian

rGrpk,Nqs “ QNqk b p´1q
kpN´kqspN´kqk

We recall the wall-crossing formula from Example 6.5:

rGrpk,Nqs “
1

k!
rq, . . . rq, rq,QN

ss . . .s .

Applying (33) repeatedly gives us

(35) rGrpk,Nqs “ QNqk b
p´1q

řN
j“N´k`1 j

k!
Hsym

N´2k`1H
sym
N´2k`3 . . . H

sym
N´3H

sym
N´11 .

The conclusion follows from comparing the two expressions and a sign analysis

similar to the one in the previous section. □

22Their theorem is more general, it applies to Jack polynomials and to almost rectangular
shapes, i.e. λ “ pm,m, . . . ,m,m ´ 1q.
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Remark 8.11. The identity (34) seems quite remarkable to us. In general there is

no way to write Schur functions sλ using the vertex operators Hsym, and (34) is a

special phenomenon of rectangular shapes λ. On the other hand, from the point of

view of Joyce’s wall-crossing, it is surprising that the class of the Grassmannian can

be expressed using the Hecke operators Hm. We speculate that this phenomenon

might be an indication that it is possible to write new wall-crossing formulas using

a version of Joyce’s vertex algebra in which the we do not consider a symmetrized

complex Θ “ Ext_
` σ˚Ext, but rather take Θ “ Ext. This variation is studied

in [Lat]: it is no longer a vertex algebra, but rather a braided vertex algebra (in

particular it is a field algebra, also known as non-local vertex algebra), and it has

connections to Cohomological Hall algebras.

The Virasoro operators Ln have simpler commutators with Hsym
m than with Hm.

This is expected due to the fact that both Ln and Hsym
m are obtained from fields in

the vertex algebra associated to the lattice pZ, 2q.

Proposition 8.12. We have the identity in EndpΛ˚q:

rLn, H
sym
m s “ pm ` 1qHsym

m´n ´ 2p´n ˝ Hsym
m .

Proof. A proof can be given as in [LY]. Alternatively, we can use the identity [Kac,

(2.7.1)] for the vertex algebra associated to the lattice pZ, 2q. □

8.7. Geometricity of Virasoro and Calogero-Sutherland operator.

We showed in Theorem 4.10 that the Virasoro constraints imply that the operators

Rn descend to cohomology or, equivalently, they preserve the ideal of relations. We

now illustrate this phenomena in the case of the Grassmannian; it turns out that

showing geometricity directly in examples is often much easier than showing the

full constraints.

The derivation Rn is a priori defined in the descendent algebra Λ˚. The ideal

of relations of the Grassmannian is the ideal I generated by ek`1, ek`2, . . . and

hN´k`1, hN´k`2, . . .. Equivalently, I is the linear span of the Schur polynomials

sλ with λ not contained in pN ´ kqk. We now compute the action of Rn on the

generator ej, for j ą k, of the ideal. Denote by e‚ the formal sum
ř

jě0 ej. We have

Rne‚ “ Rn exp

˜

ÿ

ℓě1

p´1q
ℓ´1pℓ

ℓ

¸

“

˜

ÿ

ℓě1

p´1q
ℓ´1pℓ`n

¸

e‚ .

Hence,

Rnej “

j
ÿ

ℓ“1

p´1q
ℓ´1pn`ℓej´ℓ “ p´1q

n
pj ` nqej`n `

n´1
ÿ

s“0

p´1q
sej`spn´s

by Newton’s identity, so we conclude that Rnpejq P I for j ą k. A similar compu-

tation shows the same for the remaining generators.
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8.7.1. Calogero-Sutherland operator. The geometricity of the Virasoro operators

can be explained at once by the geometricity of the Calogero-Sutherland operator

(also Laplace-Beltrami operator in the literature). Define the operator ∆: Λ˚ Ñ Λ˚

by

(36) ∆ “
1

6

ÿ

a`b`c“0

: papbpc : “
1

2

˜

ÿ

a,bą0

papbp´a´b ` pa`bp´ap´b

¸

.

It is straightforward to show that

rpn,∆s “ n

¨

˚

˝

ÿ

aą0

pa`np´a `
1

2

ÿ

a,bą0
a`b“n

papb

˛

‹

‚

: .

The right hand side is n times Rn` 1
2
Tn, which are the Virasoro operators associated

to the vertex algebra VApZ, 1q. Since pn descends to cohomology for n ě 1 (as

multiplication by n!chnpFq), the operator ∆ descending to cohomology implies that

Rn also does. Indeed, this is true:

Proposition 8.13. The operator ∆ on Λ˚ descends to an operator onH˚pGrpk,Nqq.

Proof. It is well-known that Schur polynomials are a basis of eigenvectors of ∆, see

e.g. [FW, Proposition 2] or [SV, Remark 1.11]. For instance,

∆ej “ ´
jpj ´ 1q

2
ej and ∆hj “

jpj ´ 1q

2
hj .

It follows immediately that ∆ preserves the ideal of relations I. □

Remark 8.14. In [SV] the authors study a certain algebra of operators, related

to the W1`8 Lie algebra, and show that it acts on
À

ně0H
˚pHilbn

pQ2qq and, more

generally, on the cohomology of moduli spaces of instantons. They consider the

operators D0,l on Λ˚ (which for simplicity we specialize at κ “ 1) defined to have

Schur polynomials as eigenvectors with specified eigenvalues:

D0,lpsλq “

˜

ÿ

lPλ

`

yplq ´ xplq
˘l´1

¸

sλ .

In particular, D0,2 “ ∆, see [SV, Remark 1.11]. By the same reasoning as above,

the operators D0,l descend to the cohomology of the Grassmannian. We suspect

that it should be possible to interpret D0,l as vertex operators defined by VApZ, 1q,

similarly to the formula (36) which exhibits ∆ as an operator coming from the state

p31. For instance, it seems that D0,3 can be obtained from the state p41 ´ p22.

8.8. Central charge c ‰ 1 and Jack functions. In this last section, we work

with the coefficients in C instead of Q. Recall that the Virasoro Lie algebra is

defined by

Vir “
à

nPZ
CLn ‘ CC
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with Lie bracket given by

rLn, Lms “ pn ´ mqLm`n ` δm`n
n3 ´ n

12
C

rLn, Cs “ 0

We recall some basic notions of representation theory. Let Vir` (respectively Vir´)

be the sub Lie algebras spanned by Ln for n ą 0 (respectively n ă 0) and let Vir0

be spanned by L0, C. Given a representation M of Vir we say that w P M is a

singular vector of weight pc, hq if

L0pwq “ hw , Cpwq “ cw , Lnpwq “ 0 for all n ą 0 .

We say that w P M is a highest weight vector if it is a singular vector and moreover

UpVir´
q ¨ w “ M .

Fix parameter α, β P C and define

β0 “
β

2
´

1

β
, c “ 1 ´ 12β2

0 , h “
1

2
α2

´ αβ0 .

Then there is a representation of Vir on Λ such that 1 P Λ is a highest weight vector

of weight pc, hq; this is called the Fock space representation of highest weight pc, hq

and we denote it by Λα,β. The positive part of the Virasoro algebra acts as

Ln “
β2

2

ÿ

s`t“n
s,tą0

p´sp´t `
ÿ

są0

psp´s´n ` pα ` β0pn ` 1qqβp´n

and

L0pfq “ ph ` degpfqqf for f homogeneous .

The representation Λα,β is irreducible if and only if there are no singular vectors

other than scalars if and only if the Verma module of highest weight pc, hq is irre-

ducible. Note that when β “
?
2 and α “ p2k ´ Nq{

?
2 the operators Ln, n ą 0

specialize to (26); thus, the Virasoro constraints for the Grassmannian say that

spN´kqk is a singular vector of Λp2k´Nq{
?
2,

?
2. In this case the central charge is c “ 1.

The singular vectors of Λα,β are completely classified by [MY, WY]. It turns

out that the singular vectors are given in terms of Jack functions of rectangular

partitions. Jack functions J t
λ depend on a partition λ and a parameter t P C and

they are deformations of Schur polynomials: when t “ 1 the Jack function J t“1
λ

is proportional to sλ; we refer to [Mac, Section VI.10] for an introduction to Jack

functions.

Theorem 8.15. The representation Λα,β has a singular vector f P Λα,β of degree

d ą 0 if and only if there are two integers r, s ą 0 such that

d “ rs , α “ p1 ` rq
β

2
´ p1 ` sq

1

β
.

When that is the case, the only singular vector of degree d (up to a scalar) is given

by

σJ
β2{2
prqs



VIRASORO CONSTRAINTS AND REPRESENTATIONS FOR QUIVER MODULI SPACES 79

where σ is the involution on Λ sending pj ÞÑ p´1qj´1pj.

It would be very interesting to connect the singular vector σJ
β2{2
prqs

to some moduli

space of quiver representations/sheaves in the same way that spN´kqk is associated

to the Grassmannian, and thus interpreting as Theorem 8.15 as Virasoro constraints

for such moduli space. Note that the Calogero-Sutherland operator (36) also admits

a deformation for which the Jack polynomials are eigenvectors, see [SV, Remark

1.1].
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