VIRASORO CONSTRAINTS AND REPRESENTATIONS FOR
QUIVER MODULI SPACES

WOONAM LIM AND MIGUEL MOREIRA

ABSTRACT. We study the Virasoro constraints for moduli spaces of representa-
tions of quiver with relations by Joyce’s vertex algebras. Using the framed Vira-
soro constraints, we construct a representation of half of the Virasoro algebra on
the cohomology of moduli stacks of quiver representations under smoothness as-
sumption. By exploiting the non-commutative nature of the Virasoro operators,
we apply our theory for quivers to del Pezzo surfaces using exceptional collections.
In particular, the Virasoro constraints and representations are proven for moduli
of sheaves on P2, P! x P! and Bl (P?). Lastly, we unravel the Virasoro constraints
for Grassmannians in terms of symmetric polynomials and Hecke operators.
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1.1. Overview. Virasoro constraints is a ubiquitous phenomenon in enumerative

geometry which predicts a rich set of relations between descendent integrals. It is

called the Virasoro constraints because these relations are described by a represen-
tation of half of the Virasoro algebra Vir._;. The first instance of the Virasoro

constraints was Witten-Kontsevich theorem [Wit, Kon] about #-integrals over the

moduli space of stable curves. This was then extended to Gromov—Witten theory

[EHX] which remains one of the foremost unsolved problems in the field.
1
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Virasoro constraints were introduced in a sheaf theoretic context via the Gromov—
Witten /Stable pairs correspondence [MOOP], followed by subsequent developments
[Mor, vB]. It was then realized in [BLM] that Virasoro constraints in sheaf theory
have their independent origin in terms of Joyce’s vertex algebra [Joyl, GJT, Joy2].
This provided a purely representation theoretic characterization of the Virasoro
constraints in terms of primary states. More importantly, this suggests that one
may formulate the Virasoro constraints in other contexts if the setting of Joyce’s
vertex algebra applies.

In this paper, we study the Virasoro constraints for moduli spaces of quiver rep-
resentations, which appear also in [Boj]. In order to apply the theory of quivers
to smooth projective varieties, we show that the Virasoro constraints are preserved
under derived equivalences. This reveals the non-commutative nature of the Vira-
soro constraints and leads to a proof of the Virasoro constraints for certain moduli
spaces of Bridgeland semistable objects on P2, P! x P! and Bl (IP?); these include,
in particular, both torsion-free and 1-dimensional Gieseker semistable sheaves.

We study in this paper the new phenomenon of geometricity of the Virasoro op-
erators. A priori, the formulation of Virasoro constraints uses a representation of
Vir-_; on some formal algebra, called the descendent algebra. However, it turns out
that this representation descends to the cohomology of moduli stacks of semistable
representations. We use the framed Virasoro constraints to construct this natu-
ral representation of Vir>_; on cohomology of smooth quiver moduli stacks and of
Virsy on the cohomology of smooth framed quiver moduli spaces. It is remark-
able that such representations exist in this generality, opening many directions of
future study; applications of these ideas appear in [KLMP]. We study this phe-
nomenon in detail for Grassmannians and explain how the Virasoro constraints and
representations relate to the theory of symmetric functions and Hecke operators.

1.2. Main results. Let (@, I) be a finite acyclic quiver with relations. In order to
formulate the Virasoro cosntraints, one has to choose a generating set of relations
I =(ry,...,r,) and consider the corresponding quasi-smooth dg quiver Q. Such a
choice is required to fix the derived enhancement of the related moduli spaces and
also to define the Virasoro operators. The following theorem is one of the main
results in [Boj]. We explain the ingredients of the proof, following [BLM, Boj,
because they appear in this paper for other uses.

Theorem A ([Boj]). Let Q be a quasi-smooth dg quiver. If M7~ = M9~ then
we have

J £0ly,(D)=0 forall DeD9.
[Mg_ss]vir

In the theorem, D® is a formal algebra, called the descendent algebra, that is
equipped with a natural Vir>_; representation. The operator Ly, is defined on D®
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in terms of this Virasoro representation, and ¢ is the realization morphism, which
maps (a subalgebra of) D? to the cohomology H*(M?™) of the moduli space.

It was observed in [BLM] that Virasoro constraints for moduli spaces of sheaves
have a counterpart for moduli spaces of pairs, and the two are related in a fun-
damental way. In the case of quiver representations, framed representations play
the role of pairs. By the framed/unframed correspondence, Theorem A implies
the framed Virasoro constraints. For us, the moduli spaces M?Hd of limit #-stable
framed representations are of particular importance due to the role they play in the
proof of geometricity.

Theorem B. Let Q be a quasi-smooth dg quiver. Then we have

J Eol/74D)y=0 forall n=0, DeD?.
[M

6 ]vir
fod

A priori, the Virasoro constraints concerns integral of tautological classes only
in degree equal to the virtual dimension. Nevertheless, the Virasoro constraints
has strong implications on the structure of tautological relations in middle degrees.
In order to state the result, we make Assumption 4.7 which implies smoothness of
the moduli stack and framed moduli space below and surjectivity of the realization
homomoprhisms

0— 0
D? — H*(My™), D? - H*(Mf—wl)'
We say that the Virasoro operators are geometric if their action on the formal
algebra }D)C? descend to the cohomology via realization homomorphism.

Theorem C. Under Assumption 4.7, the Virasoro operators in range n > —1
(resp. n > 0) are geometric for MY (resp. MY_,). In particular, there are
induced representations

Virs_y G H*(M§™),  Virso G H*(M]_,).

In other words, this statement means that the Virasoro action preserves the ideals
of tautological relations

ker (DF — H*(M’™)) and ker (DF — H*(MY_,)).

Understanding the tautological relations can be thought of as an analogue of the
(much harder) study of the tautological ring of moduli spaces of curves, see [Pan]
for a survey. When Q = @ is a quiver with no relations, the ideal of tautological
relations, when there are no strictly semistables, is described in [Fra].

Let X be a smooth projective variety admitting a full exceptional collection
¢ = (Fy,..., E,) such that its left dual collection is strong. Then there is an exact
equivalence of triangulated categories

B:D"(X) > DYQ,I)
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for some quiver with relations (@, 7). When Repg ; has homological dimension at
most 2, there is a canonical choice of relations generating I which in turn define a
quasi-smooth dg quiver Q. Since Virasoro constraints for quasi-smooth dg quivers
are proven in Theorem A this suggests to study the Virasoro constraints for moduli
spaces of objects in D?(X) using the exact equivalence B. In order to achieve this,
we prove the following theorem which identifies Joyce’s vertex algebra with (possibly
degenerate) lattice vertex algebra and explains the non-commutative nature of the
Virasoro operators.

Theorem D. Let T, T and T be dg categories satisfying Assumption 5.10.

(i) We have a natural isomorphism between Joyce’s vertex algebra and lattice
vertex algebra

H,(N'T) = VA(K(T), x3™)-
Via this isomorphism, H,(N T) is endowed with a Vir_;-representation.
(ii) A quasi-equivalence B : Ty — T3 induces a vertex algebra isomorphism

B, : H,(N™) 5 H, (NT2)

intertwining the Virs_;-representations from (i).

We show that the Assumption 5.10 holds for the dg category of representations
of a dg quiver (not necessarily quasi-smooth). Let T and T3 be dg enhancements
of D(X) and D*(Q,I) ~ D*(Q), respectively. Applying Theorem D to the quasi-
equivalence B : T, — Ty lifting the exact equivalence B, we can use the Virasoro
constraints on Q to study the Virasoro constraints for moduli spaces of objects
in D*(X). To be more precise, since Theorem A concerns the moduli spaces of
objects in the standard heart Repg, < D*(Q,I), we obtain the corresponding
statements for B™'(Repg ;) < D°(X). Since this is different from the standard
heart Coh(X) < D(X), it is nontrivial to apply this technique to moduli spaces of
sheaves on X.

This problem naturally leads us to Bridgeland stability conditions. For any
smooth projective surface S, there are geometric stability conditions o = og g
that depend on R-divisors £ and H where H is ample. Such stabilities define mod-
uli stacks M7~ parametrizing o-semistable objects in a tilted heart Cohg g (S) <
D*(S) of type v e K(S). It was conjectured in [AM] that for any del Pezzo sur-
face S the moduli stack MJ™ can be identified with a quiver moduli stack. For
those moduli stacks admitting a quiver description, see Definition 7.9 for a precise
meaning, we prove the following.

Theorem E. Let S be a del Pezzo surface and o be a geometric stability condition.
Assume that MJ™% admits a quiver description.

(i) If MZ™ = MZ5* then M7 satisfies the Virasoro constraints with respect

to its natural virtual class.
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(ii) If Ext3(F, F') = 0 for all F, F’ in M?~%5, then M?~* is smooth, tautologi-
cally generated, and the operators R,, are geometric, so we have an induced

representation

Virs_; G H*(M?™).

For some del Pezzo surfaces, all moduli stacks with respect to geometric stability
conditions are known to admit a quiver description, see [ABCH] for P? and [AM]
for P! x P! and Bl (P?). Theorem E can be applied to those surfaces to obtain the
Virasoro constraints and representations. On the other hand, geometric stability
conditions at the large volume limit recover Gieseker stability. Combining these
results, we obtain the following theorem.

Theorem F. Let S be one of P2, P! x P! or Bl (P?) with nonzero-dimensional

topological type v.

(i) If ME=s = MHP=5 then MY satisfies the Virasoro constraints with respect
to its smooth fundamental class.

(i) The moduli stack M=% is smooth, tautologically generated, and the oper-
ators R, are geometric, so we have a representation

Virs 1 G H* (M),

We remark (see also [Boj]) that, unlike in [Mor, BLM], the proof is completely
independent of the results in [MOOP] via Gromov-Witten theory and the GW/PT
correspondence. Indeed, this makes all the results in [Mor, BLM| completely inde-
pendent of [MOOP] since the only input previosuly needed coming from Gromov—
Witten theory was the Virasoro constraints for Hilbert schemes of points on P2, P! x
P! (see the proof of [Mor, Proposition 3.8]), which is contained in Theorem F (i).

In the last section, we explore in further detail the case of the Grassmannian. We
explain that, once we suitably describe Schubert calculus using the ring of symmetric
functions A, the Virasoro constraints for the Grassmannian can be interpreted as a
well-known fact in the representation theory of the Virasoro algebra. Given ¢, h €
C, the Virasoro Lie algebra acts naturally on the ring of symmetric functions A
(regarded as the Fock space) so that 1 € A is the highest weight vector of weight
(c,h); cis called the central charge.

Theorem G. The Virasoro constraints for the Grassmannian Gr(k, V) are equiv-
alent to the rectangular Schur polynomial s(y_j)x being singular vectors for repre-
sentations of the Virasoro Lie algebra on A with central charge ¢ = 1.

We also find that the wall-crossing formula for the Grassmannian leads to a new
proof that the rectangular Schur polynomials admit a formula in terms of what we
call symmetrized Hecke operators, re-deriving (a particular case of) a result in [CJ].

Remark 1.1. We explain some connections of this paper to other works. The
Virasoro constraints for quiver moduli spaces (Theorem A) is proven in [Boj]. A
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version of the framed Virasoro constraints (Theorem B) is proven in [Boj, Equation
(12)] for # = 0. We use more general stability condition to construct the Virasoro
representations on cohomology groups. Part (i) of Theorem F is proven for torsion
free sheaves on any del Pezzo surfaces in [BLM]; for P? and P! x P!, this was reproven
in [Boj.

1.3. Organization of the paper. This paper consists of 4 parts listed below in
order; standard results about quivers, technical heart of the paper, application to
del Pezzo surfaces and a case study of Grassmannian varieties.

In Section 2, we recollect standard definitions and results about quivers with
relations and their framed analogues. In Section 3, we discuss topics related to
dg quivers and their modules; this includes a discussion about bounded derived
categories, dg replacement of quivers with relations, and the standard resolution.

In Section 4, we state the Virasoro constraints for quasi-smooth quivers and their
framed analogue. We prove the Virasoro constraints for framed quivers (Theorem
B) and the geometricity of the Virasoro operators under a smoothness assumption
(Theorem C), assuming Theorem A. In Section 5, we introduce lattice vertex al-

gebras and Joyce’s vertex algebras and construct a natural isomorphisms between
them (Theorem D).

We work in a fairly general setting of dg categories satisfying Assumption 5.10,
and show in Section 6 that this assumption is satisfied for the dg category of repre-
sentations of a dg quiver. In particular, we explain a construction of the descendent
algebra and the Virasoro representation on it that is intrinsic to a dg category.
We finish Section 6 by proving the Virasoro constraints for quasi-smooth quivers
(Theorem A) using wall-crossing formulas in Joyce’s vertex algebra.

In Section 7, we apply our theory to moduli spaces of Bridgeland stable objects
on del Pezzo surfaces. We use the Virasoro constraints and geometricity for quivers
(Theorem A and C) and the non-commutative nature of the Virasoro operators
(Theorem D (ii)) to prove the Virasoro constraints and representations of moduli
spaces admitting a quiver description (Theorem E and F).

In Section 8, we discuss the Virasoro constraints for Grassmannians in terms of
ring of symmetric functions (Theorem G).

1.4. Notations. We explain some of the notations repeatedly used in this paper.

N the set of nonnegative integers
(@, 1), Q (finite and acyclic) quiver with relations, dg quiver
T, [T] saturated dg category, associated triangulated category

K(T) (algebraic) K-theory of T
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ML MX moduli stack paramtrizing objects in the abelian cate-
gories of (@, I)-representations or sheaves on X, respec-
tively

NQNT NX higher moduli stacks parametrizing objects in the trian-
gulated categories D°(Q), [T], D*(X), respectively

MO (resp. MI™) moduli stack (resp. good moduli space) of #-semistable

(@, I)-representations of dimension vector d

M;Ld moduli space of limit #-stable (@, I)-representations of
dimension vector d and framing vector f

M7 (resp. MJ™) moduli stack (resp. good moduli space) of o-semistable
objects in D’(S) with topolotical type v

N Q,N TN X,Mfl_ss natural derived enhancements of the corresponding
stacks

DT (resp. D, DX) Ext (resp. cohomlogical) descendent algebra

VT ve vX Joyce’s vertex algebra associated to T (with underlying
vector space H,(N'T,Q)), Q and X, respectively

VA(A, B) vertex algebra associated to the lattice (A, B) whose un-
derlying vector space is V) = Q[A] ® Dy

L., R, (resp. L,, R,) Virasoro operators acting on cohomology or descendent
algebra (resp. Joyce’s vertex algebra or lattice vertex
algebra)

1.5. Acknowledgement. We thank R. Pandharipande and W. Pi for related dis-
cussions. We thank A. Mellit for a discussion that led to the construction of Vi-
rasoro representations. This work originated from the collaboration of the authors
with A. Bojko. WL is supported by SNF-200020-182181 and ERC Consolidator
Grant FourSurf 101087365. MM was supported during part of the project by ERC-
2017-AdG-786580-MACI. The project received funding from the European Research
Council (ERC) under the European Union Horizon 2020 research and innovation
programme (grant agreement 786580).

2. MODULI OF QUIVER REPRESENTATIONS

2.1. Fundamentals of quiver representations. In this section, we recall stan-
dard definitions in quiver representations and set up notations. See [Kin, Rei2] and
references therein for further details.

2.1.1. Quiver representations. A quiver is a tuple Q = (Qo, @1, s,t) where )y and
()1 are the finite sets of vertices and arrows, respectively, and s,t : Q1 — )y send
arrows to their source and target. We assume throughout the paper that () has no
oriented cycle, i.e., acyclic.
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Representation of a quiver @ is a tuple (V, p) where V' = (V},).eq, is a collection
of finite dimensional vector spaces and p = (pe : Vi) = Vi(e))eeq, is a collection of
linear maps. We will often abuse notation and say that V' is a representation of @),
leaving the collection of linear maps implicit. Representations of () form an abelian
category Repg. Associated to Repg are the bounded derived category D*(Q) and
Grothendieck’s K-group K (Q) ~ Z%. If V is a representation, its dimension vector
dimV := (dim V, )yeq, is an element of K(Q).

2.1.2. Path algebra. A path of length £ > 0 in a quiver @) is a sequence of the form

e = [ig iy o Sy
where t(e;) = s(ej41) forall j =1,...,k—1. A source and target of a path e - - - e;
is defined as s(e;) and t(eg), respectively. Denote the length zero path at v € Q)
by 1,. Path algebra C[Q] is defined as a C-algebra with a basis given by paths of
arbitrary lengths and the multiplication given by composition of composable paths.
Then C[Q] is an associative (typically non-commutative) C-algebra with a unit
1 =20, Lo Since @ has no oriented cycle, C[Q] is finite dimensional.

A quiver representation (V) p) gives rise to a finitely generated left C[@]-module
Dveq, Vo With a left multiplication by e € @)1 induced from p.. Conversely, given a
finitely generated left C[@Q]-module V', we get a quiver representation with V, =
1, -V and p, : 1) - V — 1y - V given by left multiplication by e € C[Q]. This

defines an equivalence of categories!

Repg ~ C[Q]-mod .

Example 2.1. Associated to each v € )y are a projective representation P(v) :=
C[Q] - 1, and a simple representation S(v) := 1, - C[Q] - 1,. By definition, we have

Homg (P(v),V) =V, and Extg(P(v),V) =0 for n > 0.

2.1.3. Standard resolution and Euler form. Define the Euler characteristics between
two Q-representations V and V' as

X (V. V') == Y (=1)" dim Extgy(V, V).
n=0
By additivity with respect to short exact sequences, the Euler form is defined in
K(Q) ~ 7%,
For any @-representation V', we have a standard projective resolution
(1) 0— @ P(t(e)) ® Vi) — @ P)®V, -V —0.
eeQ1 vEQo

In particular, the abelian category Rep, has homological dimension at most 1.
Applying Homg(—, V') to (1), we obtain a complex of vector spaces representing

!By C[Q]-mod, we mean a category of fintely generated left C[Q]-modules.
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RHomg (V, V"):
0 — P Home(V,,V,) — P Home(Vi(e), Viey) = 0
vEQo eeQ1
whose cohomology computes the Ext groups Extg(V,V'). Furthermore, we obtain
an explicit formula for the Euler form
Xo(—:—): Z% x 2% — Z, (d, d/) — Z dy - di} - Z dse) - d:t(e)
vEQo eeQ1

Since () has no oriented cycle, there is an ordering of (), such that the Euler form
with respect to the induced basis is upper-triangular with 1 along the diagonal. In
particular, the Euler form xg(—, —) is a perfect pairing on Z%.

Given a perfect integral pairing x : A x A — Z on a finitely generated free abelian
group A, we define its diagonal as
A=Y 0i®beA@yA
1€l
where {v; };es is an integral basis and {0; };cs is the dual basis satisfying x (0;, v;) = 0;;.
The diagonal is characterized by the property that the composition

A L2 A @y A @y A 225 A
is an identity, or equivalently by (y ® id) o (id ®A) = id.

Example 2.2. By Example 2.1, we have
X (P(v),S(w)) = > (=1)" dim Exty(P(v), S(w)) = 6uu -
n=0
This implies that the diagonal with respect to the perfect pairing x¢ is
X 1S ® [Pl)] € 2% @ Z%
vEQo
where [—] denotes the corresponding K-theory class.

2.1.4. Representations of quivers with relations. We say that a representation V' of

Q satisfies a relation r = > A e,(fs) - ¢! with source v and target w if we have

0= A plel) o0 plel”) € Home(Vi, Va).

A representation of (@, I) is a representation of ) that satisfies all the relations in
I. If we choose generators of the ideal I = (rq,...,r,), then it suffices to check
that V' satisfies the relations rq,...,7,. A morphism between two representations
V and V' of (Q,I) is simply a morphism between representations of the quiver @,
so representations of (@, I) form an abelian category Repg ;, which is a full abelian
subcategory of Repg. We have an equivalence of categories?

Repg ; ~ C[Q]/I-mod.

2Again, C[Q]/I-mod denotes the category of finitely generated, hence finite dimensional, left
C[Q]/I-modules.
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We also note that there is a corresponding bounded derived category D*(Q, I) and
K-group K(Q,I) ~ Z%.

Example 2.3. We illustrate the definitions with an example that will be useful in
Section 7.1. Consider a quiver () as in the following picture

O=2@

with an ideal generated by six relations

/bl\L

1O

I := (bya1 + bias, bzas + beag, bias + bzai , arby, ashy, asbs).

We call (Q,I) the Beilinson quiver for P2. The derived category D°(Q, I) is equiv-
alent to D°(PP?) via Beilinson isomorphism [Bei.

2.1.5. Euler form of quivers with relations. Given two representations V and V' of
(@, I), we define the Euler form

Xau(V,V') == ) (=1)" dim Extg, ,(V, V')
n=0

as in the case of a quiver without relations. This extends to K(Q, ) ~ Z%o.

Questions regarding homological dimension and the Euler form of Repg , are
more delicate compared to the case of Repy. While the homological dimension of
Repg ; is bounded by the maximal length of paths [HZ, page 98], it is difficult to
find a sharper or exact bound with respect to I. Also, an explicit formula for the
Euler form is not available in general. We come back to these questions in Section
3 using the language of differential graded quivers.

2.2. Stability conditions, moduli spaces and moduli stacks. Let (Q, ) be a
quiver with relations and d € N9, We have a moduli stack Ay of representations
of ) with fixed dimension vector d. We explain here its construction. Let

Aq = P Homg(Ch®,CH).
eeQ1
The product of general linear groups
GLg = | [ GLa,
veQo
acts on Ay via conjugation. The global quotient stack

-Ad = [Ad/GLd]

parametrizes representations of the quiver () without imposing relations. Note that
the dimension of the stack Ay is given by

dim Ag — dim GLy = ) dye) - dyey — Y, di = —xq(d, d).
eeQ1 vEQo
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By definition of Ay, there exists (V, /) where V is a collection of trivial vector
bundles V =Ch® 0, , on Ay and p is a collection of morphisms p. : Vs(e — Vt
that restricts tautologically to each point [p] € A4. Furthermore, GLg-action on Ad
lifts to a natural GLg-equivariant structure on ]}Z such that the morphisms p. are
invariant. Therefore, the data (V, ) descends to a universal representation (V, p)
on Ay which is unique up to a unique isomorphism.

Given a family of representations, such as Ay or Ay, relations impose Zariski
closed condition. To be more explicit, we choose generating relations of the ideal
I =(ry,...,m,). We have a vector bundle over A,

E, —@Hom )7Vtr,)

=1

and a section

§d = @ 5(2”) € F(Ad, Ed)
i=1
canonically associated to the choice of generators of I defined as follows: if

T—Z)\e e rcClg]
then
= Z s - p~e§f> 0---0 ﬁegs) € HOHI(VS(,«), Vt(r)) .

We let R; < Ay be the zero locus

E,

)

Rd = Zer0(§d) ‘i—d> Ad
The moduli stack
M = My = [Ry/GLq4] — [A4/GLy] = Ag

parametrizes representations of (@, I). Since the vector bundle E, and the section
54 are respected by the GLg-action, they descend to the moduli stack A,; Therefore
we can describe the closed substack My — A, as the zero locus of a section of a
vector bundle

Eq

D sa

My = Zero(sg) —is Ay

The universal representation (V, p) on A, restricts to a universal representation on
My, for which we use the same notation.

Remark 2.4. Note that, although the construction of R; and M, uses a choice of
generators (and the corresponding vector bundle and section), M, and R; do not
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actually depend on this choice, since satisfying all the relations on [ is the same as
satisfying the generating relations ry,...,r,. We will see later that a choice of the
generators defines a quasi-smooth dg quiver which then induces a choice of derived
enhancement of the above moduli stack.

Note that G,, < GLg4, included via the diagonal, acts trivially on R;. There-
fore the action of GL; on R, factors through the projective linear group PGL, :=
GL4/G,,.> This defines a projective linear moduli stack M"' = [Ry/PGLg]. The
natural map

' My — MY
is a G,,-gerbe as long as d # 0.

2.2.1. Stability conditions and moduli spaces. A stability condition on @ is a linear
functional § € Hom(Z%, Q). Note that a functional # can be uniquely written as
0(d) = > 0.d,
veEQo
for some weights 6, € Q. Given a stability condition 6, we define a slope function
0(d)
— m
The slope of a nonzero quiver representation V' with respect to 6 is defined to be
pf (V) = p?(dimV). We say that V is 6-(semi)stable if uf(V")(<)u?(V) for all
nonzero proper subrepresentations 0 < V' < V.

p N0} > Q, d = (dy)

A stability condition 6 defines GLg4-equivariant Zariski open subsets
o— 0—
Rd st g Rd 59 g Rd

that correspond to the locus of 6-(semi)stable representations of (Q,I), which
are possibly emptysets. By [Kin|, #-(semi)stability can be interpreted as GIT-
(semi)stability with respect to certain character of GL4 constructed from 6. Since
() is acyclic, this implies that there is a projective good moduli scheme

M = [Ry/GLyg] — RG™ [/ GLg = M7 ™.

If V is @-stable, then Homg ; (V, V) ~ C. Therefore, the GLg-action on RZ‘St
has only constant stabilizer group G,, € GL,; and hence the good moduli map is a
Gyn-gerbe

MG = [R)™ /GLq] — [Ry ™ /PGLy] = Mj ™.
We call M9~ (vesp. M?") the moduli space of f-semistable (resp. 6-stable)

representations of (Q, ). The stable one defines a Zariski open subset M{™" <
M5, When M?~" = M%™ we will abreviate and write only M.

3Note that PGLy is in general different from the product of PGLg4, because we only remove one
copy of Gy,.
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2.3. Framed quiver. We review here the notions of framed representations and
corresponding moduli spaces, mostly following the presentation in [Reil]. Framed
representations play an important role in the wall-crossing theory of Joyce [GJT,
Joy2] as they are the analogues of Joyce—Song pairs in the quiver setting.

Moduli of framed representations can be understood in terms of unframed rep-
resentations of a larger quiver. Nevertheless, we treat the framed analog be-
cause Virasoro constraints will have simpler formulation without going through
the framed/unframed correspondence. They will also play an important role in
the study of Virasoro representations on the cohomology of the stacks M’ cf.
Theorem C.

2.3.1. Framed representations of quiver. Fix a framing vector f € N9\{0}. An f-
framed representation of (@, I) is a tuple ((V, p), ¢) where (V, p) is a representation
of (Q, 1) and ¢ = (¢, : Cf* — V,),eq, is a collection of linear maps. We will abrevi-
ate the notation to (V, ¢) and leave p implicit. The f-framed representations form a
category Repg27 where the morphisms are morphisms of quiver representations that

respect the framings. We remark that Repg is no longer an abelian category.

2.3.2. Moduli stack of framed representations. For a framing vector f € N@o\{0}
and a usual dimension vector d € N9 we define a moduli stack M_ 4 of f-framed
representations of () with a dimenison vector d. Precisely, the moduli stack is given
by the global quotient stack

Mg = [Ry-a/GL4]

where Rf_qg = Ri® (@uer Homg (C/v, Cd”)) is the space of all linear maps involved
and GL; = HvEQO GLg, is a product of general linear groups acting on R;_4 by

(gv) ’ ((pe)7 (¢v)) = <(gt(e) O Pe © gs_(i))a (gv o gbv)) .

The stack M_,q maps to M, by forgetting the framing. In factr, M;_,4 it is the
total space of a vector bundle of rank f -d = Zver fo - d, over M.

The moduli stack M4 is equipped with a universal framed representation
((V, p), gb) where (V, p) is the universal representation pulled back from My, and
¢ = (¢, : CI* @ O fod Vo )veq, 1s a collection of universal framings. We remark
that G,, < GLg; no longer acts trivially on Ry if f # 0 and d # 0.

2.3.3. Limat stability condition and moduli spaces. Let 6 be a stability condition of
a quiver (). We say that a framed representation ((V, ), ng) is limit f-stable (which
is the same as being limit #-semistable) if

(1) ¢ is nonzero

(2) (V'Y< pb (V) forall 0 € V' < V, and

(3) W (V") < p®(V) for all 0 € V' < V for which the framing ¢ factors through,
ie. ¢,(Cl)c V.
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Note that the second condition is equivalent to the #-semistability of V', so a framed
representation being limit #-semistable implies that the underlying representation
V' is f-semistable. On the other hand, if V' is #-stable then (V, ¢) is automatically
limit #-stable for any nonzero framing ¢.

The limit #-stability condition defines a GLg4-invariant Zariski open subset
Rf_4 S Ry
The GLg4-action on Rfc% 4 1s free (without even G,,-stabilizers) and the quotient stack

M]l?—wi [ f%d/GLd]

is a projective scheme as we will see in the next subsection. We call this the moduli
space of limit f-stable f-framed representations of (@), ) with a dimension vector
d. This moduli space is equipped with a universal framed representation restricted
from the entire stack M¢_4. Since the underlying representation (V, p) of a limit
f-stable representation is #-semistable, there is a forgetful morphism

. 0 0—ss
m MY, — M.

When there are no strictly #-semistable representations in M 3 % the forgetful mor-
phism 7 is a projective bundle of dimension f -d — 1.

2.3.4. Framed/unframed correspondence. Fix a quiver with relations (@, /) and a
framing vector f € N¥\{0}. We explain how f-framed representations of (Q, I) can
be understood as usual representations of a bigger quiver with relations (Q/, I/)
constructed from (@, ) and f.

Define a quiver @/ by adding a new vertex co and f, number of arrows oo — v
for each v € Qq. Precisely, we have Qf = (QJ,Qf,5,1) where

(1) Q) = {} 1 Qo,

(2) Ql _{6U8|UEQ07 < fv}l—‘Qla

(3) 5: Q] — Q! with Q; 3e— s(e) and e, , — o,

(4) T: Q) — Q) with Qy 3¢ t(e) and e, , — v.

Note that since @ is acyclic, so is Q. The path algebra C[Q] embeds naturally in
C[Q’] and we define the ideal I/ by extending scalars, i.e.

' = I ®ciq ClQ'].

A representation of C[Q/] satisfies the relations in I if and only if the induced
representation of C[Q)] satisfies all the relations in I.

It is clear from the construction of (Q/,I/) that f-framed representations of
(Q, I) of dimension vector d € N? are the same as usual representations of (Q7, I7)
of dimension vector (1,d) € N x N% = N@. In other words, we have

(2) Rf*d(le) = R(l,d)(Qfa]f)'
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However, the notion of isomorphism differs in this correspondence because in the
framed case we only allow identity maps between the framing vector spaces C/v,
but in the unframed case we allow a G,,-action on the one dimensional vector space
C! at the infinity vertex oo.

Precisely, we have

M@, 1) = [Rua (@', 1) /GL.g)] = [Rf-a/Gm x GLd]

whereas the framed moduli stack is

M-a(Q, ) = [Ry-q/GLa].
Therefore, M;_4(Q, I) is the projective linearization

pl
(M@, 1)) = Mya@.1).
Through this isomorphism, the universal framed representation on M_4(Q, I) cor-
pl
responds to a family of Q/-representations on (M(l,d)(Qf e )) with V,, = O. By

the universal property of the stack ./\/l(l,d)(Qf ,I7), this family defines a section of
the projective linearization map

pl
HI()ll,d) Mo (Q7, 1) — (M(l,d)(Qfa ff)) :

This canonical section of the projective linearization map of a quiver Q7 is related
to the co-normalization used in the proof of Proposition 4.4.

Given a stability condition 6 of Q, we define a stability condition 8 € Hom (Z{*} x
720, Q) of Q7 as follows: 6 maps Z% using 6 and 1 € Z!*} to 19 (d)+e. Here € € Q=g
is small enough according to (Q,0,d, f). Then f-semistability is the same as 6-
stability and recovers the limit f-stability via the framed /unframed correspondence
(2). Therefore, we have

_ - pl
M@ 1) = (Mo (@, 1)) = MI,(Q. D).

In particular, this shows that M]‘?ﬁd(@, I) is a projective scheme. When there are
no relations, it also follows that M?Hd(Q) is smooth.

Example 2.5. Let A; be the quiver with only 1 vertex and no arrows, I = 0
and let 8 be arbitrary. It is straightforward to check that a framed representation
¢: CN - V is limit #-stable if and only if ¢ is surjective, hence

M . (A)) = Gr(N, k).

Under the framed/unframed correspondence, the Grassmannian is also identified
with the moduli of representations

M(el,k)(KN) )

where K is the Kronecker quiver with two vertices {0, 1} and N arrows from oo
to 1 and @ is such that 8., > 6.
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N

OO
~ 7

Example 2.6. Let A, be the linear quiver with ¢ vertices {1,2,...,¢} and arrows
i — i+ 1. The flag variety (of quotients) Flag(N;ky, ..., k) is identified with the
moduli space of framed quiver representations

Flag(N; ki, ... k) = M(HN,O,...,O)H(kl,.‘.,kg)(Af)

where 6 is such that 6; » 6;,;. Under the framed/unframed correspondence the flag
variety is identified with representations of the following quiver:

2
ONEBOEEORNG
N

Example 2.7. When I = 0 and 6 = 0, the moduli spaces M?j%(@) were studied
in [Reil]. Theorem 4.10 in loc. cit. gives a description of such moduli spaces as an

~

iterated Grassmann bundle.

2.3.5. Approxzimation by framed moduli spaces. Framed moduli spaces can be used
to approximate the cohomology of the moduli stack of representations. This will be
used later to construct the Virasoro representations on the cohomology of moduli
stacks under some assumptions.

Proposition 2.8. Let (Q,I) be a quiver with relations and M be a smooth
moduli stack. If a framing vector f satisfies min,eq,(f, — dy) > k, then pull back
under the forgetful morphism defines an isomorphism in the specified degrees

H (M) = B (M)

Proof. This type of statement is well-known in various context, see for instance
[DM, Lemma 4.1]. We write the proof for completeness. By definition of limit
f-stable f-framed representations, we have a diagram

Hom' _,, = (—% Hom (O, V,) P Mj_,
vello

(3) l“
6—
Md SS
where Hom‘;_,d is the moduli stack parametrizing #-semistable representations V'

together with any framings ¢ = (¢, : C/* — V,) and j corresponds to the open
locus of limit f#-stable framings. Since Homfc_wl is a total space of a vector bundle
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over ./\/lfl_ss, pull back under 7 defines an isomorphism of cohomology rings. Since
every space in the diagram (3) is smooth by assumption, it suffices to show that
codim(j) = min,eq, (f, — d») which would imply

* -3k
HQk(Mfl_SS) %’ ngk(Hom?Hd) ]T’ Hézk(M;Ld) :
Over a fixed representation V' in MZ’SS, the complement of j is

< P Homg(C'*, V) - P Home (C/*, V).
veEQ) vEQo

By definition of limit #-stability, an unstable framing ¢ = (¢, : C/* — V,,) factors
through some subrepresentation V' < V' of dimension vector d’ < d. Therefore, the

) unstable

dimension of the space of unstable framing is bounded above by
Z (dv - d;)d; + fv ’ d;
vEQo

where the first term corresponds to a choice of arbitrary subspaces V' < V which

are not necessarily a subrepresentation. In other words, the codimension of j is
bounded below by

codim(j) = min ¥ fudy — > ((dy — d))d, + f, - d,)

T veQo vEQo
=min » (dy—d,)(f, — d,)
d'<d
vEQo
> min(f, — d,)
vEQo
which completes the proof. O

3. DIFFERENTIAL GRADED QUIVERS

Many of the constructions in this paper, except Section 2, depend not only on
(@, I) but also on the choice of generators I = (r1,...,7,). For example, choosing
generators is necessary to endow the moduli spaces of stable representations Mg_St
with a virtual fundamental class. Quasi-smooth differential graded (=dg) quivers
provide a natural language to keep track of such a choice of generators.

One of the advantages of working in the generality of dg quivers is that it pro-
vides a more natural approach to vertex algebras for quivers with relations. The
vertex algebras constructed in [Joy2] for quivers with relations require a choice of
generators of I, and in particular they are not intrinsic to D°(Q, I). This raises an
important question in applications: if X is a variety with D*(X) ~ D*(Q,I), do
we have an isomorphism between the vertex algebra associated to X and a vertex
algebra associated to (@, I) together with a choice of generators of 17 The answer is
typically no if dim X > 2. Instead, the vertex algebra associated to X is isomorphic
to the vertex algebra canonically associated to a certain dg quiver Q. When Q is
quasi-smooth, this recovers the construction in [Joy2] with a choice of generators.
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In this section, we review definitions and known results on dg quivers and their
modules which we need for applications to Virasoro constraints.

3.1. Fundamentals of dg quivers.

3.1.1. Dg algebra and derived category. Before explaining dg quivers, we briefly
review dg algebras (over the complex numbers) and their derived categories, see
[Toé, Kell] and [Sta, Tag 09JD] for details.

A dg algebra is a Z-graded associative algebra A = @ A together with a unit

neZ

1e A and a differential 0 : A — A satisfying the graded Leibniz rule
d(ab) = d(a) - b+ (—=1)%8@ ¢ 5(b).
All the differentials will be of degree 1 so we will not mention this again.

A dg A-module is a Z-graded A-module M = @ M ™ together with a differential
nez

0 : M — M satisfying the graded Leibniz rule. For any k € Z, we define the k-shifted
dg A-module M[k] with a shifted grading M[k]™ = M®™*+*) and the same structure
of A-module and differential 0. Given two dg modules M and N, we denote by
Hom¥ (M, N) the vector space of degree preserving A-module homomorphisms.*
We define a complex of vector spaces

Homj, (M, N) := (P Hom% (M, N|n])

nez

whose differential is given by
of)=fody—(=1)"dnof for feHomf(M,N[n]).
This defines a dg category Reijg of dg A-modules.

Given any dg category T, we can take the associated categories Z°(T) and [T]
whose objects are the same as T but morphisms between two elements M and N
are given by

Z°(Hom% (M, N)), H°(Hom%(M, N)),

respectively. We call [T] the homotopy category of T. According to these notations,
Z O(Repff) is the category of dg A-modules with dg homomorphisms and [Repff] is
the homotopy category of dg A-modules.

We say that a dg A-module M is acyclic if H"(M, dy;) = 0 for all n € Z. Denote
the full subcategory of acyclic dg modules by Achg c RepdAg which is naturally a
dg category. A dg A-module P is called h-projective if (Hom$ (P, M), 0) is acyclic
for every acyclic M. Denote by h—projdAg the full sub dg category of h-projective dg
modules. If P is h-projective and P — M induces an isomorphism on cohomology,
we say P is an h-projective resolution of M.

4Note that f € Hom% (M, N) is required to preserve the gradings but not the differentials.
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The derived category of A is defined as a Verdier quotient
D(A) = [Repi§] / [Aci]

which is naturally a triangulated category. Equivalently, one can first take a dg
quotient category Repig / Acijf‘ and then take its homotopy category

D(A) ~ [Rep$f/ActE]

Therefore, the dg category RepdAg / Achg gives a dg enhancement of the triangulated
category D(A). Since h—projf\g is quasi-equivalent to RepdAg / Achg, we can also think
of it as a dg enhancement

D(A) ~ [h-proj5] .

An object M € D(A) is called perfect (also known as compact) if Hompay (M, —)
commutes with arbitrary direct sums. We define a bounded derived category, de-
noted by D’(A), as the full subcategory of perfect objects in D(A).” This is again a
triangulated category and is equipped with a dg enhancement induced from that of
D(A). Given M € D(A) we have a derived functor RHoma (M, —): D(A) — D(C)
and we write Ext’y (M, N) for H'(RHoma (M, N)). If A is a compact dg algebra (i.e.
>z dime H"(A) < o) then RHoma (M, N) € D*(C) as long as M, N € D’(A) by
[Shk, Lemma 3.2].

A morphism between two dg algebras A and A’ is a degree preserving algebra
homomorphism ¢ : A — A’ with ¢ 0 0o = dar © ¢. Such a morphism is called a
quasi-isomorphism if it induces an isomorphism H™(A,da) ~ H™(A’,0a/) for all
n € Z. A quasi-isomorphism induces an equivalence of triangulated categories

f
—

D(A) D(A’)

~_ —
g

where f and g are the extension and restriction of scalars, respectively, with re-
spect to the quasi-isomorphism [Lemma 37.1 of Stacks project]. Since f and g
preserves direct sum, they also preserve perfect objects. Therefore, we also have an

equivalence D?(A) ~ Db(A).

3.1.2. Dg quiver. Roughly speaking, the notion of a dg quiver is obtained by re-
placing C[Q]/I by a Z<o-graded dg algebra. Precisely, a dg quiver Q is a usual
(finite and acyclic) quiver Q = (Qq, Q1, s,t) together with a Z<g-grading function
|-]: Q1 = Z<o and a differential ¢ on C[Q] which we explain now. First, a grading
function on Q; is a decomposition into a disjoint union

Q=]]Q"

n<0

5n the literature, this is often called as a perfect derived category and denoted by Dperi(A). We
use the nonstandard notation and terminology because we work only in cases where the bounded
derived category agrees with the perfect derived category.
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which induces a Z<o-graded algebra structure on C[Q] = @ C[Q]™. Second, a
n<0

differential on C[Q] is a degree 1 map
7:C[Q] — C[Q]

satisfying the graded Leibniz rule and preserving the source and target. By Leibniz
rule, ¢ is uniquely determined by its value on the set of edges Q;. This makes
(C[Q], ) a dg algebra, so all the notions from Section 3.1.1 apply to dg quivers.
Note that C[Q] is a compact dg algebra because Q is finite and acyclic. Denote
by Repgg the dg category of dg C[Q]-modules. The associated (bounded) derived
category D’(Q) has dg enhancements induced from h—projag.

Example 3.1. For each v € Qg, we have a projective dg module P(v) := C[Q] - 1,
and a simple dg module S(v) = 1, - C[Q] - 1,. Given a left dg C[Q]-module
M, M, = 1, - M is a complex of vector spaces. It is easy to check that the
map Hom§(P(v), M[n]) — M defined by f (—1)%
isomorphism of complexes of vector spaces

f(1,) produces an

Homg (P(v), M) ~ M,

In particular, P(v) is h-projective and perfect since clearly M acyclic implies that
M, is acyclic and the (—), construction commutes with arbitrary direct sums.

The underlying quiver of a dg quiver Q is defined as @ = (Qy, ng), s, t) consisting
only of degree zero arrows. The underlying quiver is equipped with an ideal of
relations

I :=image(0: C[Q]"Y — C[Q]Y) c C[Q] = C[Q].

By definition, we have

Example 3.2. Let (Q,I) be a quiver with relations. Fix a choice of generating
relations I = (r4,...,7,). Given such a choice, we have a dg quiver Q such that

QO = QO: gO) = Qh Qg_l) = {fb S ’fn}7 Q§<_1) = @

with s(7;) = s(r;) and ¢(7;) = t(r;). Putting o(7;) = r;, this uniquely extends to
a differential on C[Q] by the graded Leibniz rule. We clearly have H°(C[Q]) =
ClQI/1.

We call a dg quiver quasi-smooth if Qg") = f forn < —1. The above construction
shows that a quasi-smooth dg quiver is equivalent to a quiver with a choice of
generating relations I = (rq,...,r,). We will use these two notions interchangeably.
When Q is quasi-smooth, we will write (05 = Qg_l), so that g, Q1, Q)2 are the sets
of vertices, edges and relations, respectively; this matches the notation in [Joy2,
Definition 6.2].
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3.1.3. Path algebra as a tensor algebra. The description of the path algebra that
we now give will later be used to describe the standard resolution on a dg quiver.

Let @ be a (usual) quiver and let S be the algebra

S=@@cC1,

UEQQ

with multiplication given by 12 = 1, and 1,1, = 0 for v # w. Note that a left
S-modules is the same as a C-vector space T together with a decomposition T" =
Buvego L (v, —), where T'(v, —) = 1, - T'. Similarly, a right S-module is a vector space
together with a decomposition with summands T(—,v) = T - 1, and a bimodule
comes with a decomposition with summands 7'(v,w) = 1, - T - 1,,. If T} is a right
S-module and 75 is a left S-module then

T ®sTo = P Ti(—,v) @ Ta(v, —).
veQo

The source and target maps give 7' := @, Ce the structure of S-bimodule
where T'(v,w) is spanned by the arrows w — v. Then the path algebra of a (usual)
quiver can be described as the tensor algebra of T" over S

Ts(T)=PTRsT®s...®sT .

n=0

n times

If we replace ) by a dg quiver Q, then 7" becomes naturally a graded S-bimodule.
Endowing the path algebra C[Q] with a differential is the same as giving a map of
degree 1 between the graded S-bimodules T' — T5(T') = C[Q].

3.2. Dg replacement of quiver with relations. A dg replacement of a quiver
with relations (@, I) is a dg quiver Q with the following properties:

(1) the underlying quiver of Q is @,
(2) the zeroth cohomology is H°(C[Q],0) = C[Q]/I,
(3) HY(C[Q],0) = 0 for all i < 0.

By definition, we have a quasi-isomorphism C[Q] — C[Q]/] where C[Q]/I is given
a trivial dg structure. This induces an equivalence between triangulated categories

f
/\l

D'(Q) DY@, 1)
&?/

where f and g are the extension and restriction of scalars, respectively. In particular,
h—projfgg induces a dg enhancement of D°(Q, I).

A dg replacement of (Q,I) always exists, see [KY, Lemma 2.2] or [Opp, Con-
struction 2.6]. Moreover, it was observed in [Opp, Remark 2.9] that Koszul duality
provides a canonical (up to choice of basis) dg replacement Q with number of arrows
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specified by the dimensions of Ext groups of the simple modules in Repy, ;. For the
convenience of the reader, we state this and provide a proof below.

Theorem 3.3. Let (Q, ) be an (acyclic, finite) quiver with relations and set A =
C[Q]/I. Then there is a dg replacement Q of (Q, I) such that the number of arrows
from v e Qy = Qp to w e Qg = Qg of degree —k is

dim Ext%™ (S (v), S(w)) .

In particular, if Repg ; has homological dimension 2 then (Q, I) admits a quasi-
smooth dg replacement, i.e., there is a choice of generators of I such that the dg
quiver in Example 3.2 is a dg replacement.

Proof. This is a consequence of Koszul duality for augmented A, -algebras over
S, see [LPWZ, Theorem A] (over a field) and [Su, Lemma 3.6, Lemma 3.8]. An
Ax-algebra over S is a graded S-bimodule together with a family of higher multi-
plications m,,: A®s™ — A satisfying certain compatibilities; in particular m; is a
derivation and any dg algebra is a A, algebra with m,, = 0 for n > 2. Given an aug-
mented Ay-algebra A over S with augmentation ideal J, the authors in [LPWZ, Su]
define the Koszul dual of A, which is an augmented dg algebra over S (note that
any Ag-algebra is quasi-isomorphic to a dg algebra). As a graded S-bimodule, it is
the dual of the bar construction

E(4) = Ts(D(J[1]))
where D(—) = Homg(—, S) and J[1] denotes the suspension of .J.

We apply [LPWZ, Theorem A], [Su, Lemma 3.8] to the algebra A = C[Q]/I
(regarded as a Ag-algebra with m, = 0 for n # 2) with augmentation ideal J
given by paths of length > 1; it says that F(FE(A)) is a dg algebra quasi-isomorphic
to A. By a theorem of Kadeishvili [Kad], for any Ay-algebra E there is a A.-
algebra structure on the cohomology H*(E) (with differential m; = 0) that makes
H*(FE) quasi-isomorphic to E. In particular, since the dual of the bar construction
computes Ext groups, there is a Ay -algebra structure on the Ext algebra

Ext% (S, .5)

that makes is quasi-isomorphic to F(A); the augmentation ideal is Ext%'(S,S). It
follows that A is quasi-isomorphic to the dg algebra

E(E(A)) ~ Ts(D(Ext3'(S, 9)[1]))

where the differential is induced by the A, -algebra structure on the Ext algebra.
After choosing a basis of D(Extil(S, S)[l]) we get the required dg quiver Q, with
arrows in bijection with the elements of the aforementioned basis. U

Example 3.4. Consider the Beilinson quiver with relations (@, ) from Exam-
ple 2.3. Denote by Q the quasi-smooth dg quiver according to the choice of the 6
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generators of I in Example 2.3 (recall Example 3.2). This dg quiver is the canoni-
cal dg replacement of (@, I) given by Theorem 3.3, as we now proceed to explain.
Recall [Bei] that there is an isomorphism between D?(Q, I) and D°(IP?) sending the
simple modules S(1), 5(2),5(3) to
E1 = OP2<_1)[2:| ; E2 = OPQ[l] 5 E3 = O]pﬂ(l) ;
respectively. The Ext-algebra appearing in the proof of Theorem 3.3 is
S @ Ext'(Ey, E») ® Ext'(Es, E3) ® Ext*(Ey, E3).

Its A, structure, in this case, is just of a usual graded associative algebra, i.e.
my, = 0 for n > 2 since there are no paths of length > 2 in ). Its augmentation
ideal is Ext®!. Therefore, the path algebra of the canonical dg replacement is

Ts(DExt'(E, E») ® DExt'(Es, E3) ® DExt*(E;, E3)) .

deg 0 deg —1

The differential is the dual of the multiplication map
Ext'(E), By) ® Ext'(E,, B3) — Ext?(Ey, Es) .
Note now that
Ext'(Ey, Ey) ~ H(Op2(1)) ~ Ext!(Ey, E3) and Ext?*(Ey, E3) ~ H(Op(2)),
so the multiplication map is identified with
H (O3 (1)) @ H(Og2(1)) — Sym?(HO(O52(1))) ~ HO(Opa (2)) .
Thus, the differential is
5: Sym*(DH"(O:(1))) — DH(Op2(1)) ® DH(Os (1))

given by the symmetrization map zy — @ y + y ® x. By picking a basis
{z1, 79,13} of DH°(Op2(1)) and corresponding basis {a1, as,az} and {by, bs, b3} of
DExt'(E\, E,) and DExt!(E,, Es), respectively, we get a basis of DExt*(E;, E3) ~
Sym?*(DH®(Op2(1))) given by {z;2;}1<i<j<3. These choices of basis produce exactly
the quasi-smooth dg quiver QQ from Example 2.3.

3.3. Standard resolution of dg modules.

We now recall some statements about standard resolutions of representations in
the context of dg quivers and quivers with relations; see Section 2.1.3 for the case
of a quiver with no relations.

We start with the dg quiver case and then use dg replacements to deduce the
results we want in the case of quivers with relations. Let Q be a dg quiver and
denote by A = C[Q)] its path dg algebra. Recall from 3.1.3 that C[Q] is described
as a tensor algebra A = Tg(T') with differential induced by a degree 1 map of
S-bimodules 0: T — A.
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Theorem 3.5 ([Kel2, Proposition 3.7]). Let M be a perfect left dg A-module.
Then we have the following distinguished triangle in D?(A):

ARsT®s M - A®s M — M.

Hence the cone C(A ®s T ®s M — A ®s M) is an h-projective resolution of M.

Proof. This is shown in loc. cit. when M = A in the category of A-bimodules, so
the statement here just follows from tensoring on the right with M.

We just make a few remarks about the theorem. The two maps in the distin-
guished triangle are a @ e @ & — ae @ x — a ® exr and a ® x — ax, respectively.
Identifications from Section 3.1.3 give

(4) AQsM = P P(v)®@cM, and ARsT®sM = P P(t(e))®cMye)[—lel] -
veQo eeQy

Note that M, ~ RHoma (P(v), M) is a bounded complex since A is compact and
P(v), M are perfect. Therefore, the two terms in (4) are h-projective and perfect.
The differential § on A ®s T ®s A (making it an A-bimodule, and hence making
A ®sT ®s M aleft A-module) is defined by the composition

THSAY AR T®s A

where V is defined on paths by

n
:261...6i_1®€i®€i+1...6n. O
i=1

This h-projective resolution gives an easy computation of Ext groups and, in
particular, of the Euler pairing

XQ(M, N) = ¥ (~1)" dim Extg, (M, N) .

neZ

As usual, the Euler pairing is well-defined in K(Q) = Z®.

Proposition 3.6. Let M, N be perfect left dg A-modules. Then RHoma (M, N)
is isomorphic in D°(C) to the cone of

®ecq, RHome (M), Nye))[ €] ] — @veq, RHome (M,, N,) .

In particular, we have

Q(d.d) = > dy-d,— > (~1)ld, - dy,,

vEQo eeQq
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Proof. This follows from applying RHoma (—, V) to the standard resolution in The-
orem 3.5 and using the Hom-tensor adjunction, as well as the remark in Exam-
ple 3.1. Recalling equation (4), we have
RHoma (A ®s T ®s M, N) = @ RHoma (P(t(e)) @c Mye)[—|e[], N)
e€Q1
= (P RHomg (M), RHoma (P(t(e)), N))[|e] ]
e€Q1

= @ RHomc(Ms(e),Nt(e))HeH'
ecQq

A similar analysis holds for A ®¢ M. O

The next proposition uses the standard resolution for dg quivers to give a stan-
dard resolution for quivers with relations. The result, without the injectivity part,
appears in [Bar, Proposition 2.1].

Proposition 3.7. Let (Q, ) be a quiver with relations and let A = C[Q]/I. Let
M be a left A-module. Fix a set of generators of I and corresponding quasi-
smooth quiver Q with set of arrows Qo = Qg_l) of degree —1 corresponding to
these generators. Then we have an exact sequence of A-modules

P P(t(F) ®c Myr — P P(t(e)) @c Mye) »> @ P(v) @c M, > M — 0.
Q2 eeQ vEQo

Furthermore, if Q is a dg replacement of () then the left most arrow is injective and
Repg ; has homological dimension at most 2.

Proof. Let A = C[Q]. Then A = H°(A) and there is a map A — A of dg algebras
(where we regard A as a dg algebra supported in degree 0). Applying Theorem 3.5
to the module M, obtained by restriction of scalars and tensoring the exact triangle
by A®K — we obtain the following exact triangle in D°(A):

P—A®sM — ARL Ma
where P is the complex
A@s TV @5 M 5 A®s T @5 M.

The exact triangle gives a long exact sequence on cohomology. Since H°(A ®%
Ma) = M we obtain

(5) Tor* (A, M) — H(P) - A®s M — M — 0.

We claim that Tor®(A, M) = 0. Let 7<~'A be the dg A-bimodule obtained by
truncating A:
o= ACY 5 ACD s ker(0-)

where ker(d_1) is in degree —1. We have a distinguished triangle

STTA S A S AL
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Applying — ®% Mja to this triangle and looking at the long exact sequence on
cohomology gives an exact sequence
0 = Tor®(A, Ma) — Tor* (A, M) — Torg (1571 A, Ma) = 0
where the last equality holds due to the fact that 7<7!A is supported in (—o0, —1]
and My, is supported in degree 0.
By definition, H°(P) is coker(d), so we obtain from (5) an exact sequence
ARs TV R M5 ARy TO @5 M — A®s M — M — 0,
which is exactly the claim.
Suppose now that Q is a dg replacement of ), i.e. A — A is a quasi-isomorphism.

Then A®% M, is isomorphic to M; in particular, Tor®(A, My) = H/(A®% My) =
0 for ¢ # 0. It follows that

ker(0) = H™'(P) ~ Tors (A, Ma) = 0. O
Proposition 3.8. Let (Q, ) be a quiver with relations such that A = C[Q]/I has

homological dimension < 2 and let Q be a quasi-smooth dg replacement of (Q, I).
Given two left A-modules M and N, RHom (M, N ) is represented by the complex
(—B Home (M7, Nyry) (—B Homg (Mj(e), Nece) C—B Homg (M, N,) .

FeQq eeQ1 vEQo
In particular,

Xqur(d,d') = Zd d, — Zd d/6)+2d di) -

’UEQO 66Q1 TGQQ

Proof. The proof is analogous to that of Proposition 3.6, but now we use the stan-
dard resolution in Proposition 3.7 instead of the one in Theorem 3.5. U

As an example, the Euler pairing x,; for the Beilinson quiver with relations (cf.
Examples 2.3, 3.4) is

XQ((dl, da, d3), (dy, ds, dg)) = did] + dady + d3dy — 3dydy — 3dadyy + 6dydy .
4. VIRASORO CONSTRAINTS FOR QUASI-SMOOTH QUIVERS

4.1. Derived enhancements and virtual classes. In Section 2.2, we consid-
ered various moduli stacks and spaces corresponding to a quiver with relations
(@, I). In the same section, it is explained that if we choose generating relations
I = (ry,...,m,), or equivalently the corresponding quasi-smooth dg quiver Q (cf.
Example 3.2), we have an explicit description of the moduli stack of representations
of (@, ) as a zero locus

Eq

D sa

My = Zero(sy) SN Ag
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inside the smooth stack A,. By instead taking the derived zero locus in the same
diagram, we obtain a derived stack

M, = Zero(sy) — A,
This is a quasi-smooth derived stack of (virtual) dimension

dim(Md) = dlm(.Ad) - rk(Ed)

- Z dz + Z ds(e) - di(ey — Z ds(ry - dir)

vEQD eeQ1 T€Q2
= —XQ (d7 d)

The same construction works for the 6-(semi)stable locus and for their good moduli
spaces [AHPS, Theorem 2.12]. In particular, we have a derived good moduli scheme

M = (R /GLa) — M

and a G,,-gerbe
MG = (RG] — M

whose classical truncations recover the constructions in Section 2.2. Here, the de-
rived enhancement of the #-stable locus can be described as a zero locus

pl
Ed

IE

O—st pl iq fH—st
M ;™" = Zero(sl)) —— A,

where E’gl is the descent of E’d from Az_“ c Ay by the PGLg-action. This defines
a quasi-smooth derived enhancement of M 3‘“ which induces a virtual class

[MIT™ € Auyqan (MI™).

We emphasize again that even if the moduli space Mg_St is independent of the
choice of generators [ = (ry,...,r,), its derived enhancement and virtual class,
even the virtual dimension, depends on the choice of generators, or equivalently on
the corresponding quasi-smooth dg quiver Q.

Derived structures in the presence of framing can also be defined analogously.
Given a quasi-smooth dg quiver Q and a framing vector f € NQ\{0}, we can
define an unframed dg quiver Q7 in the same way as in Section 2.3.4 where all the
added arrows from oo are assigned to be degree zero. Then the framed/unframed
correspondence also holds in the derived sense. We leave the details to the reader.

4.2. Descendent algebra and Virasoro operators.



28 W. LIM AND M. MOREIRA

4.2.1. Descendent algebra. Let Q be a quasi-smooth dg quiver with underlying
quiver with relations (@, I). We explain how to obtain natural cohomology classes
on the moduli stack M via the universal representation. The descendent algebra
of Q, denoted by D, is a free commutative Q-algebra generated by symbols

{chk(v) ) keN, ve QO} .
We will denote® by H(Q) = Q@ the set of formal linear combinations of vertices.
Given a € H(Q) with component a, € Q in the v-th entry, we define

chy(a) = Z aychy(v) € DX.
vEQo

We define a Q-algebra homomorphism, called realization homomorphism,
¢:DY - H*(M,Q), chy(v) — chp(V,).

If we restrict this homomorphism to My, or any of its open substacks, it factors
through the quotient algebra

£4=€:DF:= DYY(chy(v) = d,) — H* (Mg, Q).

4.2.2. Virasoro operators. We define the Virasoro operators {L, |n = —1} on the
descendent algebra DQ. The operators naturally decompose into two parts L, =
R, + T,. First, R, is a derivation operator such that

Rn(chig(v)) = k- (k+1) - (k+ n)chgin(v).

Second, T,, is a multiplication operator by an element

T, = Z alb! (Z ch, (v)chy(v) — Z chy(s(e))chy(t(e)) + Z Cha(s(f))chb(t(f))>

a+b=n vEQo ec@1 7€Q2
for which we use the same notation. Note that this can be succinctly written using
the Euler form as

T, = 2 a!b! Z xq (v, w)chg, (v)chy(w) .

a+b=n v,WEQQ

One can check that these operators satisfy (the dual version of) the Virasoro
bracket formula
Ly, L] = (m — n)Lysrm € End(DR).
Since the R,, operators annihilate chy(v) classes, the Virasoro operators also descend
to ]D)(?. To define cohomology classes on the projective linear stack, we use the weight
zero descendent subalgebras defined as

]D)QO = ker(R_;) c D?, D?

wt d,wto

= ker(R_;) = DY.
Lemma 4.1. There is a well-defined homomorphism

§: DGy, — H* (M5, Q).

d,wto

6In the analogy with the descendent algebra for moduli spaces of sheaves on a variety X (cf.
[BLM, Section 2.2]), H(Q) plays the role of the cohomology H*(X).
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Proof. We closely follow [BLM, Lemma 4.10]. When d = 0, the homomorphism is
defined so that all chy(i) are mapped to zero. Now we assume that d # 0. Then
the projective linearlization defines a G,,-gerbe

' My — MY
that comes from the BG,,-action
p: BG,, x Mg — My
introduced in Section 5.2. From this description, it follows that
H* (M5, Q) = {z € H*(My, Q)| p*(z) = 1Kz} = H* (Mg, Q).
On the other hand, we have a commuting diagram

eSR-1

Dg » DRI
| le

H*(Mq, Q) — H*(BG, Q) ® H*(Ms, Q)

as in [BLM, Lemma 2.8]. Here ¢ on the right column maps ¢ to ¢;(Q) where Q is
the universal line bundle over BG,,. Therefore, if D € }D)gwto, then

p*o&(D) =Eo0eR1(D) = 1KE(D).

This implies that £(D) for D € Dgwto lies in the subspace H*(MY', Q) ¢ H*(My, Q).
U

By restricting to an open subset M g st ./\/lsl we can get an analogous realization
homomophism £ : DS — H *(M9™%) for the moduli space.

d,wtg

4.3. Virasoro constraints. We now state the Virasoro constraints for a quasi-
smooth dg quiver Q. Define the weight zero Virasoro operator

. (_l)n n Q
Lo = ), Gy pyte © (Rea)™ DY~ DI,

n=-—1

Theorem 4.2. Let Q be a quasi-smooth dg quiver. If Mg’St = ]\/[g’SS, then we
have

(6) f £0Llyy,(D)=0 forall DeDS.
[Mg]vir

Proof of this theorem will be carried out in Section 6. In the same section, we
also explain how this statement generalizes to the case with strictly #-semistable
representations using the vertex algebra formalism and Joyce’s invariant class.
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4.3.1. Framed analog. Let Q be a quasi-smooth dg quiver and f € N?\{0} be a
framing vector. We have the same realization homomorphism for M;._.,

€:D2 - H*(M;.,), chp(v) — chp(V))

and for the open subset M? ;. Recall that, unlike in the unframed case, the projec-
tive scheme M?Hd admits a unique universal object and a map to the stack M?Hd.

Define the framed Virasoro operators {L{7* |n > —1} on the descendent algebra
DQ by LI7* = R, + T/7* where R, is the same as before and

T{;* =T, —n! (2 fo- Chn(v)> :

UEQ()

One can check that these operators also satisfy the Virasoro bracket formula

(LI L% = (m — )L/ L% € End(DQ).

n+m
The framed Virasoro constraints are stated as follows.

Theorem 4.3. Let Q be a quasi-smooth dg quiver. For any framing vector f €
N@\ {0} and stability condition 6, we have

(7) J Eoll7D)=0 forall n=0 DeD?
[M9 ]vir

We now show that the framed/unframed correspondence (cf. Section 2.3.4) pre-
serves Virasoro constraints; thus Theorem 4.3 is implied by Theorem 4.2. In the
proposition below, Q is a quasi-smooth dg quiver with a framing vector f € N\ {0}
and Q/ is the corresponding unframed dg quiver. Also, let # be any stability con-
dition of Q and 6 be the corresponding one for Q/ according to Section 2.3.4.

Proposition 4.4. Through the framed/unframed correspondence isomorphism

M?—ni(Q7 I) = M(gl,d)(Qf’ ]f) )
the framed Virasoro constraints (7) for MY_,(Q,I) become equivalent to the un-
framed Virasoro constraints (6) for Mf, ,(Q7, I7).

Proof. Let V = (Vv>veQ{; be the universal representation on M(éL d)(Qf ,I7) normal-
ized so that V, is the trivial line bundle. In particular, we have &y, (chy(0)) = 0.
This is analogue to the notion of §-normalized universal sheaf in [BLM, Definition
2.13]. In [BLM, Proposition 2.16] it is proven (in the context of sheaves, but the
same proof applies verbatim) that the Virasoro constraints for M& d)(Qf 7)) are
equivalent to

(8) (LY +S2) (D)) =0 foralln>—1,DeDY,

J[M(gl,d)(valf)]Vir
where LSf =R, + T,?f are the Virasoro operators defined in De’ (see Section 4.2)
and

S = —(n+ 1)lch,(0) — (n + 1)!ch,1(0) o R_5.

n
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By identifying DQ = DQ ® Q[chy(x0), chy(0),...] we can write
T =TQ- > f, D] alblehy(w)chy(v) + Y. alblchgy(o0)chy(o0) .

VEQo a+b=n a+b=n
Since &y(ch,(0)) = 0 for all @ > 0, equation (8) for n > 0 (note that for n = —1
the equation is trivial and for n = 0 it is the dimensional constraint) is equivalent
to
f _ §V<(Rn +Te- Y fvn!chn(v)>(D)> —0 for DeD? .
[M{) 4y (QF IF)]vir veQo

Note that the universal representation on M7_,(Q,I) is (Vy)veq,, s0 when D €
DR = DY’ these are precisely the framed Virasoro constraints (7) for Q, showing
that the unframed Virasoro constraints imply the framed Virasoro constraints. Con-
versely, the framed Virasoro constraints imply the unframed Virasoro constraints
since equation (8) holds for any D of the form D = chy(o0)D" with k£ > 0 as all the
terms appearing trivially vanish due to &y(chg(o0)) = &y (chyyn(00)) = 0. O

4.4. Geometricity of Virasoro operators. A simple but fairly interesting ob-
servation that the authors learned from A. Mellit is that the framed Virasoro con-
straints imply that the R, operators descend to cohomology of moduli spaces of
framed representations when those are smooth. We also prove the analogous state-
ment for the smooth moduli stack of unframed representations by approximating its
cohomology by the cohomology of framed moduli spaces. We call this phenomena
the geometricity of the Virasoro operators. Let Q be a quasi-smooth dg quiver and
(@, I) be the underlying quiver with relations below.

Definition 4.5. Let M be a moduli space or a moduli stack admitting a universal
representation of (@, ), and hence a realization homomorphism &: DR — H*(M).
We say that the Virasoro operator R, is geometric on M if R,, descends via &, i.e.
there is a dashed arrow completing the diagram

DR — R, e
Lol

Remark 4.6. (i) Note that T,, part of the Virasoro operator descends for a trivial
reason since it is just multiplication by an element. So asking for R, to descend
is the same as asking for L, to descend. (ii) When M is the moduli stack of
representations Mz_ss, the operator R_; is always geometric because it comes from
the BG,,-action on the moduli stack.

This notion is more natural to consider when the realization homomorphism &
is surjective. In this case, the geometricity of the Virasoro operators is equivalent
to the ideal of relations ker(§) being closed under the action of R,. We make the
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following assumptions to guarantee smoothness of the involved moduli stacks and
spaces, and we prove surjectivity of £ under these assumptions.

Assumption 4.7. Let (Q, I) be a quiver with relations together with d and 6.

(1) (@, I) has homological dimension at most two.
(2) For any Vi, Vo € M%7 we have Exté’I(Vl, Va) = 0.

Under these assumptions, we write Q for the canonical quasi-smooth dg quiver
associated to (@, ). Note that this assumption is automatic if 7 = 0. It is also
satisfied when the quiver (@, I) is obtained from certain exceptional collections on
del Pezzo surfaces and #-stability is identified with stability of sheaves on the del
Pezzo; we will further explore this in Section 7.

Remark 4.8. Under the above assumptions, the moduli stack MZ’SS is smooth by
deformation theory. For any framing vector f € N9\{0}, the moduli space M;Ld
of limit f-stable framed representations is also smooth by the diagram (3).

Proposition 4.9. Under Assumption 4.7, the realization homomorphisms
Dg — H*(MG™), DF — H*(M{_,)

are surjective.

Proof. The surjectivity of the realization homomorphism for M9, can be deduced
from [KW, Theorem 1], as we now explain. The moduli M = M?_,d parametrizes
C[Q’]/I/-modules and admits a universal representation

Vf: @V’U:OM®@VU7
veQ}) vEQo
which is naturally a (C[Q/]/I7)®O-module. First, we observe that for a C[Q/]/17-
module V7 (i.e. a framed representation) we have by Proposition 3.7 a resolution

9) 0— @ PUM) & Vi — @ PHE)® Vi — @B P)®Ve - V/ — 0.
7eQ2 eeQf veQ)

Note that injectivity on the left follows from the corresponding injectivity for the
the resolution of the underlying C[Q]/I module, which in turn is guaranteed by
Assumption 4.7 (1). In particular, (Q7, /) also has homological dimension 2. By
comparing the leftmost arrows in the resolutions given by Proposition 3.8 for (@, I)
and (Q/, I') it is also clear that Ext*(V/ W7) = 0 if Ext*(V, W) = 0, where V, W
are the unframed representations underlying V/, W/. Hence, by Assumption 4.7 (2)
Ext?*(VS, W/) =0 for VI, W/ in M{Y_, ;. In particular M7_, is smooth and we have
[M7_ " = [M]_,]. This also verifies the conditions (i) and (ii) in [KW, Theorem
1]. From (9) we get a resolution of the (C[Q]/I) ® Op-module

(10) 0— @ P(t(F) ® Vi) = P P(t(e)) @ V) — P P0)®V, » V/ -0,

TeQ2 eEQ{ vng
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which is condition (iii) in loc. cit., so we conclude that H*(M%_,) is generated as
an algebra by the Chern classes (or, equivalently, Chern characters) of the vector
bundles V,; note that V, is the trivial vector bundle, so it is enough to use V,
for v # o0 to generate, which proves the surjectivity of the realization map to the
cohomology.

We prove the corresponding statement for the moduli stack of representations by
using the approximation result in Proposition 2.8. Let 7 : M?Hd — Mz_ss be the
forgetful morphism. This defines a commuting diagram

T,r*

B s (M)

because V in the universal framed representation (V,¢) on M?Hd is pulled back
from MZ_SS. We have already proven for the framed moduli space M?Hd that
the realization homomorphism is surjective. The surjectivity for /\/lfl_ss follows
from Proposition 2.8 because we can choose f arbitrarily large according to the
cohomological degree. O

Theorem 4.10. Under Assumption 4.7, the Virasoro operators are geometric on
Mffss and M?_)d, i.e. R, descends via the surjective realization homomorphisms

DF — H*(Mg™), Dg — H*(M]_,).

Proof. We use the framed Virasoro constraints to show that the R, operators de-
scend via € : ]D? — H*(M?Hd). Since £ is surjective by Proposition 4.9, it is enough
to show that R, preserves the kernel of £&. Let D € DS be such that (D) = 0 and
let E € ]Dc(iQ be arbitrary. By Theorem 4.3 we have the following:

o= | eurwe) - | aroE | eouE)).

0
fod fod Mf—»d

Since we assume that {(D) = 0 the last integral vanishes, so

|, erpsm -0

f—d

for any E. Since £ is surjective, by Poincaré duality it follows that £(R,(D)) = 0.

The statement for the stack MZ’SS can be deduced from the framed statement and
the approximation result in Proposition 2.8, as in the proof of Proposition 4.9. [J

Remark 4.11. The notion of geometricity of the Virasoro operators also makes
sense for moduli spaces of sheaves. Geometricity of the Virasoro operators on moduli
stacks of semistable bundles on curves or torsion-free sheaves on del Pezzo surfaces
can be deduced from the Virasoro constraints shown in [BLM] by using arguments
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similar to the ones here, replacing moduli of limit stable framed representations by
moduli of Joyce-Song pairs.

5. VERTEX ALGEBRAS FROM DG CATEGORIES

As discovered in [BLM], vertex algebras, in particular the ones constructed by
Joyce in [Joyl, GJT, Joy2], are deeply connected to the Virasoro constraints for
moduli spaces of sheaves. In this section, we introduce lattice vertex algebras and
Joyce’s vertex algebras from dg categories. The main result of this section is a
construction of a natural isomorphism from Joyce’s vertex algebra to lattice vertex
algebra under the assumptions that are satisfied for our applications.

We now briefly recall the necessary basic notions of vertex algebras; the reader can
find a much more detailed exposition in [Kac]. A vertex algebra is a vector space
V over a field (which, in this paper, will always be Q) equipped with a vacuum
vector |0) € V, a translation operator 7: V' — V and a state-field correspondence
Y:V — End(V)[z',2]. This data has to satisfy certain axioms called vacuum
axiom, translation covariance and locality, see [Kac, Section 1.3].” The state-field
correspondence can be encoded as a Z-collection of bilinear products —,)—: V ®

V' — V defined by
Y(u,2)v = Z Uy 2~ "

nez
Given a vertex algebra V', there is a standard way, due to Borcherds [Bor], to
construct a Lie algebra associated to it. Define

Vi=V/T(V)
and define a Lie bracket on V by
[ﬂ, W] = UV,

where we denote by u € V the image of v € V in the quotient. It can be shown
that this does not depend on the representatives u, v chosen and that it satisfies the
axioms of a Lie algebra.

Vertex algebras often come with a conformal element w, see [Kac, Definition 4.10];
when this is the case we say that (V,w) is a vertex operator algebra. The element
w induces a representation of the Virasoro Lie algebra on V. More precisely, the
operators Ly, := w41y € End(V) satisfy the Virasoro bracket relations
n®—n

12
where ¢ € Q is some constant called the central charge of (V,w).

[Ln, Lm] =(n—m)Lpn+

5n+m,0 c-id )

"Vertex algebras in [Kac] are super-vertex algebras. The vertex algebras considered in this paper
are entirely even. Moreover, even though every vertex algebra in this paper admits a Z-grading,
it will not be considered.
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5.1. Lattice vertex algebras. In this paper, a lattice is a finitely generated free
abelian group A together with a symmetric bilinear form B : A x A — Z. We do not
assume that the bilinear form is non-degenerate. The main example is the lattice
of a quasi-smooth dg quiver Q, namely A = Z?0 with the symmetrized Euler form
Xq (= =)
We recall how the lattice A gives arise to a lattice vertex algebra
VA(A, B) = (Va, [0y Vi, T2 Va = Va, Y Va® Vi = V().
The underlying vector space is defined as a tensor product
Vi = Q[A] ® Dy

of a group algebra Q[A] and a free algebra Dy = Sym(A ® t 'Q[t!]). Recall that
the group algebra has a basis {€*},ca With a multiplication rule e® - e = e**#. We
denote the element v -t=% € Dy for v € A and k£ > 0 simply by v_j. Therefore,
general elements in V,, are linear combinations of elements of the form

a 1 V4
e ®U7k1---vfké

where o, v',...,v* € A and kq,...,k, > 0. In this notation, the vacuum vector is
defined as |0) == e ®1 € Vi. We will abbreviate e* ® 1 to e* and e® @ul, ---v’,

1 ‘
to vy vy,

For each v € A and k > 0, we define the creation operation v_j) as a left
multiplication by v_;. This defines a free Dj-module structure on V, with a basis
{e*}oen. Therefore, to define an operator A : V), — V), it suffices to specify the
commutator [A, vy ] for all v e A, k> 0 and its values on the basis A(e®) for all
a € A. We define a translation operator T : V, — V) in this way:

(T, viw] =k -vp—1), T(e%) =e"®@a_;.
The definition of the state-field correspondence uses annihilation operators v, for
k = 0. These are defined by
voy(e”) = B(v,a)e®, wgy(e*) =0 for k>0,
vy, w—py] = k- Oy - Bv,w) -id ~ for k> 0,1 > 0.
Combining the creation and annihilation operators, we define

(11) Y(voq,2) = Z vz R

neZ

We also define

(12) Y (e, 2) = €qp25 e exp ( Z %z_’? exp ( Z %z_k)

k<0 k>0
when restricted to e @D, < Vi. Here e® is the operator sending e’ @w to e**? @w
and €, 3 = +1 are signs satisfying some compatibility, see [Kac, 5.4.14]; the vertex
algebra is independent from the choice of signs, and when B is obtained as the
symmetrization of a bilinear form b: A x A — 7Z there is a canonical choice given
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by €5 = (—1)%@P). The state-field correspondence is entirely determined by (11),
(12) together with the reconstruction theorem [Kac, Theorem 4.5].

5.1.1. Virasoro operators and primary states. When B is a non-degenerate pairing,
the lattice vertex algebra Vj is well known to carry a natural conformal element
w € V) [Kac, Proposition 5.5]. Given a basis {v} of A® Q, let {0} be its dual basis
with respect to B; then the conformal element is given by

1 .
(13) w=75- e’ ®;vlv1 :

As explained in the beginning of Section 5, a conformal element induces Virasoro
operators L, = w(,11) for all n € Z. The central charge of w is equal to the rank

of A.

Even when B is degenerate, it is possible to define a representation of half of the
Virasoro Lie algebra. Define operators L,,: VA — V, for n > —1 by

e*®a_q ifn=-1
(14) Lo(e®) = < iB(a,a)(e*®1) ifn=0
0 ifn>0
and
(15) [Lin, v(—k)] = K O(—km) -

Note in particular that L_; =T

Remark 5.1. We remark that in the case of non-degenerate lattice (A, B), L, :
W41y indeed satisfies the above properties; Equation (14) is (5.5.21 — 23) in [Kac]
and Equation (15) follows from [Kac, Corollary 4.10].

The operators L,, defined by (14) and (15) are functorial in the following sense.

Proposition 5.2. Let f : (A,B) — (A, B) be a lattice embedding. Then the
induced vertex algebra homomoprhism ¢; : V) — V5 intertwines the operators L,
and L,, defined by (14) and (15), i.e., ¢y o L,, = Ly o ¢y.

Proof. The homomorphism ¢; is defined so that ¢;(e®) = e/ @) for v € A and the
operator v, on Vi and Vi for v € A are compatible. This implies the proposition.
0

We can study the half of the Virasoro operators by embedding the lattice A
into a non-degenerate lattice. This in particular shows that they indeed satisfy the
Virasoro brackets.

Corollary 5.3. The operators L,, defined by (14) and (15) satisfy the Virasoro Lie
bracket

[Ln, L] = (n—m)Lyiym forn,mz=-—1.
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Proof. In the non-degenerate case, this follows from the fact that L, = w(,11) where
w is a conformal element. By Proposition 5.2, it suffices to find an embedding of
a lattice into a non-degenerate one which can always be done as follows. Let C be
any non-degenerate pairing on A and consider the pairing

~ B C

p-|é 4]
on A@®A. Then (A, B) is a non-degenerate symmetric lattice, and the inclusion
A — A @ A onto the first component is an inclusion of lattices. O

Remark 5.4. In [BLM] the authors worked with the pair vertex algebra to ensure
that there is an isomorphism with a non-degenerate lattice vertex algebra (see
Lemma 4.6 in loc. cit.), and hence a conformal element. The construction of a
non-degenerate lattice in the proof of Corollary 5.3 resembles the construction of
the pair vertex algebra from the sheaf vertex algebra.

The notion of primary states, usually defined for vertex algebras admiting a
conformal element, extends to vertex algebras of degenerate lattices as well.

Definition 5.5. Let Vi be a (possibly degenerate) lattice vertex algebra. Define
the spaces of primary states

P, ={veVy: Ly(v) =iv and L,(v) =0 for n > 0} < V)
j% ZZFH/YKI%)E; 63.

Corollary 5.6. The space of primary states 150 C V, is a Lie subalgebra.

Proof. This follows again by embedding A into a non-degenerate lattice and apply-
ing the well-known result in the non-degenerate case [Bor| (see also [BLM, Propo-
sition 3.11]). O

Corollary 5.7. Let a€ e* ® Dy < V), with a # 0. Then @ € ]50 if and only if

—1)" .
> ﬁjﬂ”* o Lp(a) = 0.

n=-—1

Proof. The non-degenerate case is [BLM, Proposition 3.16]. Once again we can
deduce the general case from the non-degenerate one by embedding A. U

5.2. Joyce’s vertex algebras. Joyce defined in [Joyl, GJT, Joy2] a vertex algebra
framework to study wall-crossing for moduli spaces of stable objects in certain
abelian or triangulated categories. In this section, we explain his construction of
vertex algebras associated to certain dg categories.

Let T be a saturated (= smooth, proper, triangulated) dg category over C in the
sense of [TV]. Examples include dg enhancements of the triangulated categories
D*(Q) and D*(X) where Q is a finite acyclic dg quiver and X is a smooth projetive
variety. In loc. cit., the authors construct a derived stack AT whose C-points
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up to homotopy parametrize objects in the triangulated category [T] associated to
T. This is equipped with a canonical perfect complex Extr on N'T x AT whose
fiber at (E, F) is given by the complex Hom%(E, F). Let N'T = to(N'T) be the
classical truncation which is a higher stack and Extt be the restriction of Extr to
the truncation. The stack decomposes into connected component

NT =]

and rank of the Extr complex on N, x Nj is given by the pairing xr(«, ).

Joyce constructs a natural vertex algebra structure on the homology group of the
(higher) moduli stack N'T. The definition requires the following geometric data
naturally coming from the dg category T:

(1) A zero map 0 : pt > N'T.

(2) A direct sum map X: N T x NT - N'T.

(3) A BG,, action p: BG,, x NT - N'T.

(4) A K-theory class © on N'T x N'T defined by a symmetrization

© = o*Extr + Exty.
where 0: NT x NT - N'T x N'T is the permutation map.
Note that rank of © on N, x Nj is given by the symmetrized pairing
Xt (e, B) = xr(a, B) + xt(B, @) .
The vertex algebra structure
VT = (HWT), [0, T, Y)
is defined as follows from this data:

(1) The underlying vector space is H,(N'T).
(2) The vacuum vector corresponds to the trivial representation, i.e.,
0) = 0u[pt] € Ho(N'™).
(3) The translation operator is defined by
T(u) = p«(t K u)

where ¢t is the generator of Hy(BG,,).

(4) The state-field correspondence is
Y (u, z)v = (—1)XT@0) X3 @)y [eZT id(c,-1(0) n (u v))]
for any u € H.(N,) and v € H,(N3).

Remark 5.8. In [Joyl, GJT, Joy2|, the abelian category version of the above
construction is also introduced. There is often a vertex algebra homomorphism
from the abelian category version to the dg category version. So every wall-crossing
formulas proven in the abelian category version hold also in the dg category version.
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We work with dg category version because it often admits an explicit description
in terms of the lattice vertex algebras as we address in the next section.

Remark 5.9. In Joyce’s setup, the K-theory class © is often an extra choice. By
defining © as the symmetrization of the Ext complex, the construction becomes
canonically associated to the dg category T. In particular, quasi-equivalent dg
categories produce isomorphic vertex algebras.

5.3. Comparison of two vertex algebras. In Section 5.1 and Section 5.2, we
explained two constructions of vertex algebras, one from a lattice and the other
from a moduli stack. Note that a saturated dg category T is a common source of a
lattice and a moduli stack. In this section, we show that the two constructions are
naturally isomorphic under the assumptions below.

Assumption 5.10. Let T be a saturated dg category.

(1) The natural map K(T) — mo(N'T) is an isomorphism.

(2) The realization homomorphism (16) is an isomorphism for all o € K(T).

(3) The class in K-theory of the diagonal bimodule Hom%.(—, —), regarded as a
T ® T°P-module (cf. [TV, Definition 2.4(4)]), is in the image of the map

K(T)® K(T®) —» K(T ® T®) — K(T ® T°).

Remark 5.11. Assumption 5.10 (3) has several implications on the structure of
K(T), which we now explain. Concretely, the assumption means that the diagonal
bimodule Hom%(—,—) can be written as successive extensions of finitely many
bimodules of the form Hom%(—, GF) ® Hom%(GE, —) indexed by i € I. If we let
aF ol e K(T) be the classes of GF and GE, then
A =Y af®afl e K(T)® K(T) ~ K(T)® K(T*)
i€l

maps to the class of the diagonal bimodule.

Let a € K(T) and choose its representative F' € T. Using the construction from
the previous paragraph, the T°P-module Hom%.(—, F') can be obtained by successive
extensions of modules Hom%(—, GF) ® Hom%.(GE, F). Since T is assumed to be
triangulated, meaning that the Yoneda embedding is a quasi-equivalence and in

A

particular K (Tp.) ~ K(T), this implies an equality
o= Zaf ~xr(af, a)e K(T) for any a € K(T).
i€l
Thus, it follows from Assumption 5.10 (3) that K(T) is a finitely generated free
abelian group, that {al};c; generates K(T) over Z, that xr is a perfect pairing
and that AX is the K-theoretic diagonal with respect to xT (recall the definition
of diagonal before Example 2.2).

Example 5.12. In Section 6.2, we will see that all these properties are satisfied for
the dg category associated to a finite acyclic dg quiver Q. This is also satisfied for
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the dg enhancement of D°(X) where X is a smooth projective variety admitting a
full exceptional collection. This follows from the fact that such D’(X) is equivalent
to the bounded derived category of a finite acyclic dg quiver [Bod].

Theorem 5.13. Let T be a saturated dg category satisfying Assumption 5.10.
Then there is a natural isomorphism of vertex algebras

VT - VAK(T), 3.

Remark 5.14. We explain the naturality in Theorem 5.13. Let f : Ty — T3 be a
quasi-functor between dg categories satisfying Assumption 5.10 such that®

(i) the induced functor f : [Ty] — [T2] is fully faithful,
(ii) and there exists a quasi-functor g : Ty — T; such that g : [Te] — [T1] is
the left adjoint of f.

Since f is fully faithful, K(T;) — K(T2) is a lattice embedding, hence defining
a vertex algebra embedding f. : VA(K(Ty), xp,") — VA(K(T:2), x7p, ). On the
other hand, we have a morphism (in the homotopy category) between the higher
moduli stacks N'Tt — N'T2 by applying the contravariance of the construction
T — N7 in [TV] to the quasi-functor g. Note that N'Tt — A T2 sends its C-point
F' e [Ty], regarded as HomY, (—, F') via the Yoneda embedding, to f(F) € [Ty] by
the adjunction Homy (g(—), F) ~ Homy, (—, f(F)). This morphism N Tt — AT
preserves the zero map, direct sum map and BG,,-action. Most importantly, fully
faithfulness of f implies that Extr, pulls back to Extr,, hence defining a vertex
algebra homomorphism f, : VTt — VT2 Having this understood, naturality in
Theorem 5.13 means that the diagram below commutes:

v I+ > VT

! I

VA(K(Ty), ™) —2 VA(K (T), 3.

Corollary 5.15. Let f : Ty — T3 be a quasi-functor as in Remark 5.14. Then the
induced vertex algebra homomorphism

fo VIS VT

intertwines the Virasoro operators L,, for all n > —1.

Proof. By naturality of the vertex algebra isomorphism in Theorem 5.13, the state-
ment follows from that of lattice vertex algebras as in Proposition 5.2. U

The proof of Theorem 5.13 will be given in the next two subsections.

8Many examples of quasi-functors satisfying (i) and (ii) can be constructed from admissible
subcategories with the induced dg enhancements, for instance Kuznetsov components.
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5.3.1. Ext descendent. Let T be a saturated dg category satisfying Assumption
5.10 (1) throughout this section. The moduli stack N'T carries natural cohomology
classes, called tautological classes. The descendent algebra and realization homo-
morphism, such as in Section 4.2.1 or in [BLM], keep track of tautological classes on
the moduli stack ' T. In this section, we introduce a new construction of descen-
dent algebra and realization homomorphism that uses the canonical perfect complex
Extr. This unifies the treatment of descendent algebra and Virasoro operators in
different contexts, such as smooth projective varieties and dg quivers, using a purely
dg category language.

Remark 5.16. Let T be a saturated dg category. By [TV, Definition 2.4, Corollary
2.13], the associated triangulated category |[T] is equivalent to a perfect derived
category D°(B) of a smooth proper dg algebra B. In [Shk, Theorem 4.2], it is
proven that D’(B) is equipped with a Serre functor. Moreover, such a Serre functor
lifts to the dg enhancement by its explicit description in loc. cit. Therefore, [T] is
equipped with a Serre functor St and it admits a quasi-functor (=morhpism in the
homotopy category of dg categories) lift for which we use the same notation. We
also denote by St the induced map on K(T).

Definition 5.17. The Ext descendent algebra DT is the unital commutative Q-
algebra generated by symbols®

chk(a), chff(a) foreach keN, ae K(T)
with linearity relations

{Chﬁ()qal + )\2(12) = )\1Ch£(0z1) + )\QChé(ag)

)\ ,)\ S , , c K T
ch(Aag 4+ Aga) = Achif (o) + Agchf(ay) 1,A2 € Q, a,ay (T)

and Serre duality relations

chy (@) = (=1)"chy(Sr ().

Recall that we have a canonical perfect complex Extr over NT x N'T. For
any ' € T, we can consider a restriction EXtT‘NTx{F} =: Extp(—, F') as a perfect
complex over N'T; this construction is essentially the counit T — Lpe(NT) of the
adjuction [TV, Proposition 3.4]. This construction descends to a homomorphism
between K-theories

K(T) - K°N'T), aw— Extr(—,a).
We extend this homomorphism by tensoring — ®z Q and denote the image of
a € K(T)g again by Extp(—,«). Similarly, one can define Extr(a, —) using the

restriction ExtT| NTx(F) in the other way; this can again be thought as the counit
of the adjuction, but now applied to T°P.

9The superscript L and R stands for left and right which will be clear from the definition of
the Ext realization homomorphism.
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Definition 5.18. The Ext realization homomorphism is defined by
£:DT - H*(NT), chi(a) — chy(Extr(a, —)), chi(a) — chy(Extp(—,a)).

Remark 5.19. For the above definition to be well-defined, we need to show that
the assignment preserves the relations. Linearity relations are trivial and Serre
duality relation follows from the defining property of the Serre functor!

EXtT(O./, *) ~ EXtT(*, ST(CY»V .

Since the Serre duality relations express the left symbols in terms of the right
symbols and via versa, we could have kept only the half of the generators. It is
however natural to keep both sets of the generators in some cases such as in the
definition of the Ext Virasoro operators.

Consider a connected component N, corresponding to o € K(T). Let
Dy = DT /(chy(8) — xr(B, @) - 1, chg(8) — xx(a, f) - 1| B € K(T)).
Since chg(—) computes the rank of a perfect complex and Ext has rank xr(«, 3)

over N, x N, the realization homomorphism factors through the quotient

(16) & DY - H*(N,).

In many geometric examples, the homomophism (16) is an isomorphism, see
[Gro, BLM] for the case of smooth projective varieties of type D.'' We prove the
isomorphism in the setting of dg quivers in Proposition 6.7.

5.3.2. Construction of vertex algebra isomorphism. In this section, we construct a
natural isomorphism from Joyce’s vertex algebra to the lattice vertex algebra. On
the level of vector space, the map is defined by constructing the diagram below:

HY(N,) ® Ho(N) ————Q
H

(17) SaT lgfl

DT ® e*® Dgry _ o) Q.

The first row is the topological pairing which is (graded) perfect in the sense that it
induces an isomorphism between cohomology and graded dual of the homology. By
Assumption 5.10 (2), &, is an isomorphism. If we define the perfect pairing in the
second row, then we obtain a dual isomorphism &!. The perfect pairing Yo (—, —)
in the second row is induced from the perfect pairing xr(—,—) on K(T) as we
describe next.

Recall that DT is the symmetric algebra generated by symbols ch”(3) with n >
1 and 8 € K(T) which is Q-linear with respect to 8.'* Similarly, Dyt is the

10Here we use a quasi-functor lift of the Serre functor.

Un [Gro] and [BLM], the isomorphism is proven in cohomological setting. The cohomological
and the Ext descendent algebras are identified by setting chi () = chi’ (ch” () - td(X)).

2We use here the Serre duality relations to disregard all the right symbols chkR(a).
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symmetric algebra generated by symbols 5_,, with n > 1 and § € K(T) which is
Q-linear with respect to 8. We define Yr(—, —) on the generators

~ 671 n’
XT(Ch£(6>7 /Bin’> = m XT(/Bv B/)7 n, TL, = 17 67 6, € K<T)
and extend it using the symmetric algebra structures as in [BLM, Section 2.1].
By taking the direct sum of the isomorphism &I on each connected component,
we obtain an isomorphism

(18) = @ H @fa @ ea ®DK(T) = VK(T)
aeK(T aeK(T)

between the underlying vector spaces of the two vertex algebras.

Proposition 5.20. Let T be a saturated dg category satisfying Assumption 5.10.
Then the linear isomorphism (18) is a vertex algebra homomorphism.

Proof. We have a commutative diagram as follows:

K(T)® K(T) == K(T)® K(T®) —— K'WT)®@ K°(N'T)

| l

K(T®T®) — KONT x NT).

The map on the bottom can be obtained from the counit of the adjunction [TV,
Proposition 3.4] applied to (T ® T°P),.; note that the stack associated to this dg
category is N'T x N'T by [TV, Lemma 3.3] and the fact that A’(-) preserves limits.

The class of T in K (T/C;)_TOP) is sent to Extr via the bottom map. On the other
hand, the image of o* ® o € K(T)® K(T) via the map on top is Extr(—, al) ®
Extr(a®, —). Thus, by Assumption 5.10 (3) there is

=Y af®af' e K(T)® K(T)
i€l
for which we have the following equality in the K-theory of N'T x N'T:
(19) Extp = ) Extr(—,af) ® Extr(af, —).
el

Applying the Chern character to (19), we can write in the language of the Ext
descendent algebra
chy, (Ext) Z ZchR ) I ch (o).
a+b=k il
This is the analogue of equation (45) in [BLM]. The rest of the argument is a
straightforward adaptation of the proof in loc. cit. O

Remark 5.21. We remark that it is proven along the way that the operators
chi(a) n—: Hy(NT) - H (N'T)
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satisfy the following bracket with the creation/annihilation operators:
(20) [nlch% (@) n —, Bmy] =1 G - X1 (e, B) .

Proof of Theorem 5.13. By Proposition 5.20, it suffices to prove that the vector
space isomorphism (18) is natural in the sense of Remark 5.14. Since the isomor-
phism is constructed by the realization homomorphism &, and a perfect pairing
Xt(—, —) in the diagram (17), it suffices to show the naturality of &, and XT(—, —).

Let f : Ty — T3 be a quasi-functor with the properties described in Remark 5.14.
Naturality of the pairing XT(—, —) directly follows from the fact that it is induced
from x and we have a lattice embedding K(T;) — K(Ts). To show the naturality
of &,, let ay € K(T) and ay :== f(ay) € K(T3). Denote the induced morphism
between the moduli stacks by f : NIt — N T2 Note that the construction of the
Ext descendent algebra is a contravariant functor in the sense that we have

f* Doy =Dy, chip(B) — chy(g(8))

o)

where ¢ is the left adjoint of f. Naturality of the realization homomorphism then
refers to the commutativity of the diagram

HA N L (A2

] Tew

T f* T
%
ID)Oéll ]:D)Oéz2

which follows from the adjunction quasi-isomorphism

f*EXtT2 (ﬁv _> = EXtTl <g<ﬁ)> _) . g

5.3.3. Virasoro operators. We finish the section by introducing Virasoro operators
on the Ext descendent algebra and comparing them to the operators acting on the
lattice vertex algebra.

Definition 5.22. For each n > —1, we define the Ext Virasoro operator L, acting
on DT as a summation L, = R, + T, of a derivation operator R,, such that

Ru(chi(a)) =k-(k+1)---(k+mn)chf,, (o),
Ru(chif(a)) =k-(k+1)--(k+n) chk+n(a) ,

and a multiplication operator

T, = Z alb!(—1)*chfchf (AF) = Z Za'b' Zchf(af)chf(af).

a+b=n a+b=n i€l el

Proposition 5.23. Virasoro operators L, and L, acting on }D)aT and e* ® Dg (),
respectively, are dual to each other with respect to the pairing Xr(—,—) in (17).
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This is the dg category version of [BLM, Theorem 4.12]. We will give here a new
proof that is cleaner and does not assume the existence of a conformal element.
Given an operator P we will denote by P its dual with respect to the perfect

pairing Xr(—, —).

Proof. We first note that when n = —1 the claim can be proven exactly in the same
way as [BLM, Lemma 4.9]. We focus on the case n > 0; note that the statement for
n = 0 is easy to check directly, but it also follows from n = —1 and n = 1 together
with the Virasoro bracket.

We need to show that the operators L], n > 0 satisfy (14) and (15).

Claim 1. We have L{ (e%) = 0 for n > 0, i.e. equation (14) holds.

Proof. The operator L, increases cohomological degree by 2n, so LI decreases ho-
mological degree by 2n. U

We denote by p;(8): DT — DT the operator of multiplication by I!ch”(3). Its
dual p;(ﬁ) is the operator of capping with Ilch/(3) and its bracket with the cre-
ation/annihilation operators is given by (20).

Claim 2. Let € K(T). We have

k-B—gsny ifk>n>0
Rf B .1 =
[n?ﬁ( k)] {O tfn=k>0.

Proof. We prove the claim by showing that the duals of both sides agree when
applied to 1 € DY and have the same commutator with the operators p;(7y) of
multiplication by descendents. Indeed we have R, (1) = B(T_k)(l) = 0 and also

Bg_ . +n)(1) = 0 when k > n; this follows from the fact that 52_ ») has cohomological

degree —2k < 0. Hence the duals of both sides annihilate 1.

We now use (20) to calculate

[[RL, Bew]'.o0)] = [18]_iy: Ral )] = =[[BL_s (0], Ra] + [8]_y [Re ()]
= [ﬁ(T_k),l Pran(V)] =1k pange - x(B,7) -id .

If n > k then 6,4, = 0 for every [ > 0. If n < k then this agrees with
[k - 52_,“”),]91@)] = k[pi(N), BT =1 k- Spnp - x1(B8,7) - id U
To deal with T;, we prove the following auxiliary claim.
Claim 3. For any € K(T) and [ > 0 we have

pl(B) + Y xr(alf, B) pl(Sx'(al)) = By -

el
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Proof. If | > 0 then both sides annihilate e®. If [ = 0 then both sides applied to e*
give xo (8, @) - e since it is so defined on the right hand side and for the left hand
side we have

XT(B>Q) +ZXT(O%R>B)X(S’;1(QL) ) XT B? Jrz:XT Rvﬁ)

el el

=x1 (B ).

Hence, it is enough to show that both sides have the same commutator with creation
operators y(_g) for s > 0 and v € K(T). Indeed,

[P1(3) + 3 xx(af, ) pl(STH(@F), v |

iel
= (l . 5[,5 : XT(ﬁa’Y) + l . 5Z,SZXT(O[1R75)XT(S';1(O%L)”V)) -id
iel
=105 xp (7, 0) -id = [Bay, v(—s)] - -

Claim 4. Let g € K(T). We have

k- B ifn=k>0
T 8 .1 = (n—F)
[T B {O ifk>n>0.

Proof. Recall that
Z Za'ChL ) - blehf (alfy
a+b=n iel
Therefore, we compute the bracket as

(T Bewl = 20 2 [phelpl(Sz b)), 6|

a+b=n iel

= 3 X ([pham. s |phiSz ) + plaf [phSzH b)), Bw] )

a+b=n i€l

If £ > n > a,b then every commutator in the last line vanishes and we have
[Tlmﬁ(—k)] = (0. Otherwise,

[Th Bem] = k) (XT(af“, B)p_(Sp' () + pl_p(@f)xr(Sp' (af), 5))

el
= kY (xr(af Bl (57" (@) + Pl _y(@P)xr(8,a])
el

= kY xr(afl, B)p) i (Sg' (af)) + kpl_(B) = k- Bus

iel

by Claim 3. 0

Now Claims 2 and 4 together show that L satisfy equation (15),so Ll = L,. O
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6. VIRASORO CONSTRAINTS VIA WALL-CROSSING

In this section, we prove the Virasoro constraints for quasi-smooth dg quivers
as stated in Theorem 4.2. In fact, we prove its generalization in terms Joyce’s
invariant classes as in Theorem 6.11, allowing strictly semistable representations.
Proof strategy is comparable to that of [BLM]. We first wall-cross to simpler moduli
spaces where we can verify the Virasoro constraints directly and then show the
compatibility between wall-crossing and Virasoro constraints using vertex algebras.

6.1. Wall-crossing. Joyce’s vertex algebra was introduced with the purpose of
writing down and proving wall-crossing formulas for descendent integrals. In the
case of quivers, this gives a complete algorithm to calculate descendent integrals in
any moduli space of stable representations of an acyclic quiver with relations.

Let Q be a quasi-smooth dg quiver and denote the associated quiver with relations
by (Q,I). We denote by VQ = H,(N®Q) the vertex algebra associated to Q. As
explained in the beginning of Section 5, the quotient V@ = 1@ /T(VQ) is naturally
a Lie algebra.

If d e N and 6 is a stability condition such that ]\40?_SS = Mg_St, then the
moduli space admits a virtual fundamental class

[ME]™ € Hayqa.a) (M) -

This virtual fundamental class can be push-forwarded to V. Indeed, it can be
shown [Joyl, Proposition 3.24] that if d # 0 then

H (N2 T(H (N = H*<(Nf)pl>

is isomorphic to the homology of the rigidication of the stack N/ dQ. There is a map
v MY — (N f)pl, so we can pushforward the virtual fundamental class and regard
it as an element of the Lie algebra

(M e H (V™) = Ve

Alternatively, we can think of the class [MJ]'" € VQ as follows: by Proposition
6.7, V¥ = H,(N2) is the space of functionals on D®. Since T is dual to R_j,

‘V/dQ is the space of functionals on Dgwto = ker (R,lz ]D)fjQ — D?). Recall that by
Lemma 4.1 there is a realization morphism from ]D)t?,wto to H*(MY); composing this

realization morphism with integration against the virtual fundamental class defines
the required functional. Wall-crossing formulas are written using the Lie bracket
on VQ.

Theorem 6.1 ([Joy2, Theorems 5.7-5.9, 6.16]). For any d and 6 there are uniquely
defined classes [MY]™ € VQ that agree with the virtual fundamental classes when
it is defined, and satisfy the wall-crossing formula. More precisely,

[Mg]inv _ [Mg]Vir, when Mg—ss _ ]\43—%7
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and for any two stability conditions 6;, 0 we have

(e = ) U(dl,...,dg;el,eg[[...[[Mg;]inv,[Mgg]inv],...],[Mg;]inv]

di+...+de=

in YV/Q, where U(dy, ..., dys; 0, 60;) € Q are explicitly computable coefficients.

Remark 6.2. The previous theorem in [Joy2| is proved using a vertex algebra
whose underlying vector space is given by the homology group of the moduli stack
M@T of representations of (Q, I). Since any representation of C[Q]/I induces a dg
module of C[Q] by restriction of scalars, we have a morphism of (higher) stacks

i M NQ
This morphism clearly intertwines the zero maps, the direct sum maps and the
BG,,-actions which were part of the geometric input for defining the vertex algebra
structure. Most importantly, the perfect complex Ext’® used in [Joy2] depends on
a choice of generators I = (ry,...,7,). Since we use a quasi-smooth dg quiver Q
according to this choice of generators, it follows that the morphism ¢ intertwines
the perfect complex, i.e.,
(i x i)*Extq ~ Ext’™ .

Therefore, i induces a vertex algebra homomorphism V! — VQ and a Lie algebra
homomorphism VQ!I — VQ . This allows to transport the wall-crossing formula of
[Joy2] to the Lie algebra associated to Q.

Theorem 6.1 allows us to determine the invariant classes [MJ]™ completely by
writing everything in terms of an increasing stability condition. We say that 6 is
increasing if 0y > 0y for any e € ;. The following proposition says that for an
increasing stability condition, the invariant classes of moduli spaces are essentially
trivial.

Proposition 6.3 ([Joy2, Theorem 6.19]). Let 6 be an increasing stability condition.
We have
. ed®1 if d =4, for some v € Q
[Mg]™ = .
0 otherwise.
Together with the wall-crossing formula, this determines the classes [MY]™ for
every 6.

Example 6.4. We consider the Grassmannian Gr(V, k) and express its class using
the wall-crossing formula. Recall the notations from Example 2.5. Let 6, be a
decreasing stability condition of the Kronecker quiver K which corresponds to the
Grassmannian and 6; be an increasing stability condition. By Theorem 6.1, we
have a wall-crossing formula

M2g1= > U(dy,....de;6,,6,) [[ . [[Mgll]im, [Mg’;]im], . ] [Mg;]im]

di+...4+dp=(1,k)
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in the Lie algebra VEN, By Proposition 6.3, it suffices to consider the contributions
where all d;’s are either ; or d,, and compute the wall-crossing coefficients. The
computation of the coefficients can be done as in [JS, Proposition 13.10] and we

find
1

[Gr(N, k)] = ] —[e%, .. [0 [0, e]]. . ].
In Section 8.6, we further simplify this expression using the symmetrized Hecke
operators and relate this formula to Schubert calculus.

6.1.1. Vertex algebra and wall-crossing for framed moduli. We briefly explain here
the natural adaptation of these ideas to moduli of framed representations. For each

feN¥ and de Z%, we let N}, = N¥ and define
N = |_| Nf—>d
(f,d)eNQo xZ0
Define the framed version of the Ext K-theory class on N x N ag
Ext, := Extq — ). RHom(OV)*, V()
veQo

where f; is the framing vector of the first factor and V? is the universal complex
pulled back from the second factor. The rank of this K-theory class restricted to
N7

f

X g_} 4, 18 given by
XQ,fr((fl;dl)a (f27d2)) = XQ(d17d2) — fi-dy.

The stack N is equipped with the following geometric data:

1—d2

(1) A zero map 0 : pt —» N,

(2) A direct sum map X : ./\/'flﬁdg ./\/’f2ﬁd2 Nf1+f2)_, (dy+d2)"
(3) A BG,,-action p : BG,, x NI - NQr,

(4) A K-theory class OF = O'*Ethé + (Extg)v.

The first three items come directly from the corresponding maps of the unframed
stack A'Q. This data defines a framed vertex algebra

V. (H*(NQ’&), 05, T, Y) .

We note that this construction is similar to the one in [Joy2, Section 5.2], where the
author considers representations of a quiver for which some subset of the vertices
Qo < Qo are framed.

Structure of the framed vertex algebra can be described precisely. The same
proof of Theorem 5.13 shows that we have a vertex algebra embedding

Ve va(K(Q) x K(Q)x§h)

On the level of underlying vector spaces, this embedding at the connected compo-
nent N2 ~,4 1s given by the composition

H (NP, = Ha(N2) = eV Dy q) — eV - Diquria)
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where the last embedding is induced from K(Q) = {0} x K(Q) < K(Q) x K(Q).

The framed vertex algebra is a natural place to write down the wall-crossing
formulas for framed moduli spaces. Let Q be a quasi-smooth quiver and consider
a framed moduli space M]?_,d. The universal framed representation of the moduli
space induces a morphism M?_,d — ]9_, 4> S0 we can pushforward its virtual class
to the framed vertex algebra

[M?Hd]Vir c VQ,fr )

Note that this is different from the case of unframed representations, where moduli
spaces only define a class on the homology of the rigidification or, equivalently, on
the Lie algebra.

Finally, we explain how to obtain the wall-crossing formula in V£ from the
usual wall-crossing formula via framed/unframed correspondence. Given a fixed
framing vector f, consider the auxiliary quiver Q7 as explained in Section 2.3.4.
Then framed /unframed correspondence reads M?_,d = M(él’ d) for some . On the

other hand, if @’ is any stability condition of Q/, then wall-crossing formula reads
(MEpI™ = Y Ul ds 0 )| g (g g
di+...+de=(1,d)

where d; = (1,d;) for exactly one 1 <4 < ¢ and d; = (0,d;) for j # i. This identity
holds in the Lie algebra VQ’ . Since we have

XQ,fY((Ov d1>7 (07 d2)) = XQf((O7 dl)? (07 d2)>7

Xer((fv d1>7 (07 d2)) = XQf((O7 dl)? (17 d2)>7

Xer((O? dl)ﬂ (fv d2)) = XQf((17 dl)? (07 d2)>7
the above wall-crossing formula in VQ can instead be written as an identity in Vi
after we replace M(e(id)(Qf,[f) by MY ,(Q, ) and M((’I"d)(Qf,If) by M7 ,(Q,1)."?
Moreover, the same argument as explained in [BLM, Lemma 5.11] shows that this
formula can actually be lifted to the vertex algebra V@,

Example 6.5. We return to the example of the Grassmannian and the quiver with
one vertex Q = A;. We denote by V° the vertex algebra

VGI' — VAl,fr = H*(NAhfr) = H*(BU)[Qaqil]

where we write QV¢* = e™* for (N, k) € N x Z corresponding to the connected
component of framed representations N — k. This is a vertex subalgebra of

VA(Z x Z, x&™)
where

Xer((N1, k1), (Noy ko)) = ko(ky — Ny)

BThis requires a version of framed /unframed correspondence beyond limit stability condition
which can be obtained by straightforward adaptation of Section 2.3.4.
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The wall-crossing formula from Example 6.4 becomes
1
[Gr(N. k)] = 5la,---[a, [0, Q7] ] e ver,

where [u, v] = ugv is the partial lift of the Borcherds’ Lie bracket discussed in [BLM,
Lemma 3.12].

6.2. Vertex algebra comparison for dg quivers. In this section, we show that
Assumption 5.10 is satisfied for the dg category T associated to the dg quiver Q.
Thus, the general results from Section 5.3 apply to Q.

We first connect the language specific to dg quivers and the general language
for any dg category. Recall that we had two types of descendent theory, one using
cohomology H(Q) as in Section 4.2.1 and the other using the perfect complex Extq
as in Section 5.3.1. We remark that the realization homomorphism in 4.2.1 can be
lifted, using the universal complex V, for each v € Qq, to the stack of a dg quiver

B — (M)

:
\\
~ 3
T
A

H*(N)

where 7 : ]\/ldQ’I — N f is the morphism explained in Remark 6.2.
As a first step toward the proof, we show that the two types of descendent theories,

and respective Virasoro operators, are compatible.

Proposition 6.6. Let Q be a quasi-smooth dg quiver and T be the natural dg
enhancement of D’(Q). Then we have a commutative diagram

Dy

—

D?
where ¢ maps the Ext descedent chi([P(v)]) to the cohomological descendent
chy(v). Furthermore, ¢ intertwines the Virasoro operators on the two descendent
algebras.

Proof. For each v € Qg and a dg module M of Q, we have a quasi-isomorphism
Homg (P(v), M) ~ M,. This implies Extq(P(v), —) ~ V, which justifies the defi-
nition of ¢ and commutativity.

Intertwining property of the derivation parts is clear. To show that the multipli-
cation parts intertwines through ¢, we use the formula for the K-theoretic diagonal
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of a dg quiver

A= Y [SW]e[P0)] e K(Q®K(Q).
vEQo
Therefore, the multiplication part of the Ext Virasoro operator is

T, = ), albl > (=1)%chf(S(v))chy (P(v))

a+b=n vEQo
(21) = > albl Y chk(Sg'(S(v)))ehy (P(v)).
a+b=n vEQo

For each v, we have rational numbers a,, such that

Sp(S() = D) aw[Pw)]e K(Q).

wEQQ

Taking xq(—, S(u)) on the both sides, we obtain
xXa(S(u), S(v)) = x(Sg'(S(v)), S(w) = . avxa(Pw),Su)) = au,

weQo

In conclusion, ¢ maps the expression (21) to

Z alb! Z Ay Chy (w)chy(v) = Z alb Z xq (v, w)chg (v)chy(w)

a+b=n v,weQo a+b=n v,WEQq

which is precisely T, on D, O

By the commutative diagram in the above proposition, Assumption 5.10 (2) is
satisfied if and only if the cohomological realization homomorphism is an isomor-
phism. We prove this for any finite acyclic dg quivers.

Proposition 6.7. Let Q be a finite and acyclic dg quiver and T be the natural
dg enhancement of D°(Q). Then the realization homomorphism (16) is an isomor-
phism.

Proof. When Q is a usual quiver @), this statement is essentially [Joy1, Proposition
5.13]. Joyce remarks in the last paragraph of Section 6.2 in [Joy2| that the same
result in the abelian category setting for () with relations is true, as long as the
relations are homogeneous (i.e. r(q) is a linear combination of paths of the same
length). Motivated by this, we give a proof for any dg quiver.

We abuse the notation by writing )y for a quiver with the set of vertices given by
Qo but no arrows. Recall that S = C[Q]. We have a sequence of maps of higher
stacks

N@ L, ArQ 9, Ar@Qo
whose B-points for any commutative algebra B is given as follows: f sends a perfect
S ® B-module M to the C[Q] ® B-module C[Q] ®s M and ¢ sends a C[Q] ® B-

module N perfect over B to the S® B-module C[Q]/J® B-module C[Q]/J ®c[q) NV
. Since C[Q]/J ~ S, the composition g o f is an identity morphism.



VIRASORO CONSTRAINTS AND REPRESENTATIONS FOR QUIVER MODULI SPACES 53

Assume for a moment that fog : N® — N9 is homotopic to the identity
map. Since N9 ~ [Loco, Perf® is a product of |Qq| copies of the stack of perfect
C-complexes Perf, this gives an isomorphism

g* H*(NY) = X) H*(Perf®) = H*(NQ).
vEQo
The stack Perf,, is well-known to be homotopically equivalent to BU (see [Bla,
Theorem 4.5] or [Joyl, Proposition 5.9]) and so

H*(Perf,,) = Q[chy(V,), cha(V,), .. ]

is the free polynomial ring in the Chern characters of the universal complex V.
This proves that the realization homomorphism ]D(? — H*(N, dQ) is an isomorphism.

We are left to construct a homotopy between f o g and id. Since Q is acyclic, we
can pick an arbitrary function w: Q9 — Z that is increasing along arrows, i.e. such
that w(e) = w(t(e)) — w(s(e)) € Zsq for every e € Q1. The weight extends to any
path in C[Q] multiplicatively, i.e., w(e;---€;1) == Zle w(e;). We define a map of
higher stacks

r: Al x Ng — Ng
whose action on B-points for any commutative algebra B is described as follows. If
t € B and M is a C[Q] ® B-module which is B-perfect, then r(¢, M) is a C[Q]® B-
module whose underlying B-module is the same as M with C[Q]-module structure
twisted by w and ¢, i.e.,

a-wm=t"Ya-m), acC[Q], me M

when a = e, ---e; and we extend the definition linearly. Since B is a commutative
algebra, this indeed defines a C[Q]® B-module. The morphism r restricted to 1 € A
is clearly the identity map. On the other hand, if we restrict  to 0 € A!, then the w-
twisted multiplication map by C[Q] becomes trivial away from S = C[Qy] because
path of positive length have positive weight. In other words, r restricted to 0 € Al
becomes the map f o g. This proves that f o g and id are homotopic to each other
after taking the topological realizations. U

Proposition 6.8. Let Q be a finite and acyclic dg quiver and T be the natural dg
enhancement of D(Q). Then T satisfies Assumption 5.10.

Proof. Recall that K(Q) ~ Z<° since its K-theory is generated by projective dg
modules P(v) and they satisfy x(P(v),S(w)) = dyp. Also, the proof of Proposi-
tion 6.7 shows, in particular, that mo(N'Q) is ZQ0. Since Proposition 6.7 precisely
covers the Assumption 5.10 (2), we are left with Part (3). This follows from the
standard resolution; indeed, the diagonal bimodule corresponds to C[Q] regarded
as a bimodule over itself, and by Theorem 3.5 its class in K-theory is

2 POIRRE)] = 3 (FD)M[PEe)] R [R(s(e)] = ., [P()] & [S(v)]

ver €EQ1 ”UEQO
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where R(v) := 1, - C[Q]. The equality comes from the following exact sequence of
C[Q]°P-modules for each v € Qq:
0~ @ Rs(e)[-lel] > R(v) - S(v) - 0. O
e€eQ1, t(e)=v
Corollary 6.9. Let Q be a finite and acyclic dg quiver. Then there is a natural
isomorphism of vertex algebras

Ve — VA(K(Q), x§")-
Proof. By Proposition 6.8, Theorem 5.13 applies to Q. U

6.3. Proof of Virasoro constraints for quivers. In this section, we apply the
general theory developed up until here and show that the wall-crossing formula from
Section 6.1 implies the Virasoro constraints for quasi-smooth quivers, recoving the
Virasoro constraints proven in [Boj|. Recall Definition 5.5 of primary state.

Corollary 6.10. Suppose that Mg_ss = Mg_St. Then MY satisfies the Virasoro
constraints (Theorem 4.2) if and only if [M{]"" € VQ is a primary state.

Proof. By duality of Virasoro operators as in Proposition 5.23 and by Proposition
6.6, the Virasoro constraints of Section 4.2 are equivalent to

o viry _ (=1)" a1 g1 vir
0 = Ly, ([M7]") = n;1 mroie e L ([Mg]™) -

The conclusion follows from Corollary 5.7. O

In light of the previous corollary, it makes sense to talk about Virasoro con-
straints even when there are semistable representations, thanks to Joyce’s classes
from Theorem 6.1. We say that M g—ss satisfies Virasoro constraints if and only if
[MY] € VQ is a primary state.

Theorem 6.11. Let Q be any quasi-smooth dg quiver. For any d € N? and
stability condition @, the class [MY]™ is a primary state. In other words, every
moduli space of quiver representations satisfies the Virasoro constraints.

Proof. When 6 is an increasing stability condition, the claim follows trivially from
Proposition 6.3 and the definition of the operators L,, namely (14). By Joyce’s wall-
crossing formula (Theorem 6.1) and the fact that Py is a Lie subalgebra (Corollary
5.6) the result follows for every 6. O

7. APPLICATION TO SURFACES WITH EXCEPTIONAL COLLECTIONS

The goal of this section is to clarify how the quiver Virasoro constraints are re-
lated to the sheaf Virasoro constraints for surfaces admitting exceptional collections,
especially for del Pezzo surfaces. In particular, we prove Theorem E and F.
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7.1. Exceptional collection and derived equivalence. We start by recalling
the notion of exceptional collection and the induced equivalence between a tri-
angulated category with a full and strong exceptional collection and the derived
category of a quiver with relations. From now on let D be a triangulated category

(e.g. the derived category of coherent sheaves on X or representations of a quiver
with relations (@, I)).

Definition 7.1. A sequence € = (FEy,..., E,) of objects of D is called an excep-
tional collection if
if i =jand { =
Homp (£, E,[f]) = { = 11—/ f=0
0 iféi>jor[i=jand/+#0].

An exceptional collection is said to be strong if moreover for any ¢, j we have
Homyp(E;, E;[¢]) =0 for £ #0.

An exceptional collection is said to be full if the smallest triangulated subcategory
of D containing € is D itself.

If D admits a full exceptional collection € then
K(D)=@Z- [E]
i=1

and yp: K(D) x K(D) — Z is given in the basis above by a triangular matrix with
1 along the diagonal. In particular yp is non-degenerate.

A full exceptional collection € always admits a unique left dual exceptional col-
lection € = (E,, ..., Fy) such that

C ifi=jand =0

Homyp (E;, E;[f]) = {0 otherwise

In particular

X(Ei, Ej) = 0.

Example 7.2. Let (Q,I) be an acyclic quiver with relations; without loss of gen-
erality denote the nodes as Qo = {1,2,...,n} in a way that there are no arrows
i — j for i > j. Recall from Example 2.1 the simple and projective modules S(i)
and P(7). Then
Ei:S(i)7 Ez:P(Z)

are dual full exceptional collections on D*(Q, I). We call (Ey, ..., E,) the standard
exceptional collection of (@, I). The dual collection is strong by projectivity of P(1).
The same applies to a dg quiver, see Example 3.1.

Example 7.3. The derived category of any smooth projective toric variety admits
a full exceptional collection [Kaw]. For D°(P?) we can take

¢ = (Op2(—1)[2], Op2[1], Op2(1)), € = (Op2(1), T2, Op2(2)) .
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Both € and € are strong. For D?(P! x P') we can take

€ = (Op1yp1 (0, —1)[2], Opi1 g1 [1], Op i (1, —1)[1], Op1 1 (1,0))
€ = (Op1,p1(1,0), Op1,pi (1,1), Op1 51(2,0), O p1 (2, 1)) .

In this case, € is not strong, but ¢ is strong.

Given a triangulated category D and an exceptional collection & whose left dual
¢ is full and strong, we associate a quiver () together with an ideal of relations
I < C[Q]. The set of vertices of @ is {1,...,n} and the number of arrows i — j
is equal to dim Ext'(E;, E;) for i # j; since there are no arrows i — j if i > j, the
quiver @ is acyclic. Then there is an ideal of relations I such that

C[Q]/I = Endp ( é) E) .

=1

In the next theorem we let D be a sufficiently nice triangulated category such as
DP(X) for some smooth projective variety X or D°(Q, I).

Theorem 7.4 ([Bon, Theorem 6.2]). Suppose that D has an exceptional collection
¢ such that its left dual exceptional collection € is full and strong. Then there is
an isomorphism of derived categories

B: D — D*(Q,I)

sending € to the canonical exceptional collection of (@), I). The isomorphism sends
an object F' of D to the complex of representations of (@), ) which at vertex i has
complex RHomp (Ei, F )

By Theorem 3.3, there is a dg quiver Q with dim Ext’™(E;, E;) arrows from ¢
to j of degree —k such that

D~ D"Q,I)~D"Q).
Up to choices of basis, this dg quiver is canonically associated to the pair (D, €).

Example 7.5. The theorem applied to the derived category of D?(IP?) with the full
exceptional collection of Example 7.3 establishes an isomorphism between DP(IP?)
and the derived category of the Beilinson quiver with relations Bs, see Example 2.3.
See also Example 3.4 where the associated dg quiver is discussed.

If we apply it to D’(P! x P!) with the exceptional collection from Example 7.3
we obtain an isomorphism with the derived category of the quiver
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/NN

OL 1O

NN /S

subject to relations

c1a1 + d1b1 = CoQ9 + dgbg = CoQ1 + d1b2 = C1a9 + deg =0.

7.1.1. Comparing vertex algebras. Let X be a smooth projective variety and sup-
pose that D = D’(X) satisfies the hypothesis of Theorem 7.4. The isomorphism of
derived categories D°(X) ~ D*(Q,I) ~ D*(Q) can be upgraded to an equivalence
between the natural dg enhancements, so it induces a quasi-equivalence between the
derived stacks B: N* — N Q. As in Remark 5.14, the pushforward on homology

By: Hy(N¥) - H (NQ)

is an isomorphism between the vertex algebras canonically associated to (the derived
enhancements of) D°(X) and D*(Q).

These vertex algebras are naturally isomorphic to the lattice vertex algebras
VA(K(X),x¥") and VA(K(Q),xq "), see Corollary 6.9. The isomorphism of de-
rived categories induces an isomorphism ¢: K(X) — K(Q) that preserves the re-
spective Euler pairings x x and xq. The naturality of this isomorphism amounts to
commutativity of the following diagram:

H,(N*) ——— VA(K(X),xX™)

lB* l«ﬁ

7.2. Bridgeland stability and the ABCH program. Given a (sufficiently nice,
for instance D*(X), D*(Q, I) or D*(Q)) triangulated category D, Bridgeland defined
in [Bril] a notion of (numerical) stability conditions on D which we refer to as
Bridgeland stability conditions. A Bridgeland stability consists in a pair o = (A, Z)
where A is the heart of a t-structure on D and Z: K,m(D) — C is a group
homomorphism, called the central charge.!* Among other things, it is required that

“Here Kyum (D) denotes the quotient of K (D) by the kernel of the Euler paring. The numerical
K-group is equal to the original K-group in all cases of our applications.
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Z(F) e H for F € A\{0} where H is the upper half plane with a negative real line
H={zeC: Im(z) > 0} U (—0,0).
A Bridgeland stability defines a slope function
_ Re(Z(F))
Im(Z(F))
on A\{0}. An object of A is said to be o-(semi)stable if every nonzero proper
subobject has smaller (or equal) slope. Given v € K (D) we denote by M7t <

pl(F) = e Ru {+o0}

M~ the moduli stacks of o-stable and o-semistable objects in class v. A stability
condition defines a slicing of D, i.e. a collection of full aditive subcategories P(¢) <
D for each ¢ € R: if 0 < ¢ < 1 then P(¢) consists of the zero object and o-
semistable objects of A\{0} such that Z(F) = m(F)e™ = for some m(F) € R*;
for the remaining ¢, we extend this notion by setting P(¢ + 1) = P(¢)[1].

Bridgeland shows that the space of stability conditions Stab(D) is a complex
manifold; more precisely, the map that forgets A and only remembers Z defines a
local homomorphism from Stab(D) to Homg(Kpum(D), C). There is an R-action

R x Stab(D) 3 (¢, ) — o[¢] € Stab(D)

on Stab(D) which translates the associated slicing of o by ¢. In particular, for
0 < ¢ <1 we have

Molol-ss _ M7 if # = arg(Z(v)) > om
Y I Me=[1] i 0 < arg(Z(v)) < ¢

By the notation MZ~*[1], we mean the same moduli stack M7~ with a universal
object shifted by [1].

7.2.1. Quiver stability conditions. Suppose that € is an exceptional collection of D
such that its dual € is full and strong. Then the extension closure of Fi, ..., F,
is an abelian category Ag, which under the derived equivalence in Theorem 7.4
corresponds to the abelian category Rep g ;) of representations of a quiver with
relations (@, I). For any choice of ¢ = ((1,...,(,) with ; € H\(—0,0), we define
a central charge Z by setting Z:(E;) = (; and extending it additively to K (D).
We say that a stability condition o = (Ag, Z¢) constructed in this way is a quiver
stability condition.

If ; = —0; + v/—1 € H, the slope associated to 0 = (Ae, Z;) matches precisely
the slope defined for representations of quivers in Section 2.2.1, so the derived
equivalence B : D = D’(Q,I) identifies M?~* with M%™%(Q, I) where d is the
image of v under the isomorphism K (D) ~ K(Q, ). It was observed in [ABCH,
Proposition 8.1] that, more generally, for arbitrary ¢; € H\(—o0,0) the equivalence
B still identifies M7 with MY ™(Q, I) where 6 is defined by

22;1 Re((;)d;

0; = — Re((;) + Im(Ci)Zn_l Im(¢;)d;
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Note that 0(d) = 0 for this choice of 6.

7.2.2. Geometric stability conditions. Suppose now that S is a smooth projective
surface and D = DP’(S). Recall that given an ample divisor H we may define the
slope of a torsion-free sheaf F' by
C1 F)-H
i () = I

rk(F)
This defines the notion of u*-(semi)stable torsion-free sheaves. The slope of pure
one-dimensional sheaf GG is defined as
H chy(G)
G)= ————.
1 (G) (G- H
This defines the notion of p-(semi)stability for pure one-dimensional sheaves.

In [AB] the authors construct stability conditions oy = (Agnm, Zpu) where
H, E are R-divisors with H being ample. We call these geometric stability condi-
tions. The heart of the ¢t-structure is obtained as a tilt

-AE,H = <COhH,<E~H[1]a COhH,>E~H>

of Coh(S) with respect to pu-stability. Here we write Cohy -, for the extension
closure of torsion sheaves and pf-semistable torsion-free sheaves T with p#(T) > s;
similarly, Cohy <4 is the extension closure of p”-semistable torsion-free sheaves F
with uff(F) < s. The central charge is given by

Zpu(F) = —J e BV (Fy e C.
S
Note that these stability conditions have the property that structure sheaves of
points O, are stable and Z(0,) = —1. By result of [Tod], see also [MS], geometric
stability condition defines an Artin stack of finite type My”" >, Furthermore, loc.
cit. proves that My®" ™ is an open substack of all perfect complexes with trivial
negative Ext groups constructed in [Lie]. Therefore My”" ™™ is equipped with an
obstruction theory whose associated virtual tangent complex at a point F'is given

by RHomg(F, F')[1].

Geometric stability is closely related to so called twisted Gieseker stability which
we explain now. Recall from [MW] that the (H, E — £)-twisted Hilbert polynomial
of F e Coh(S) is defined as

P(H,E—§)<F7 t) = f ch(F) - e~ (B=3)+iH td(S) € R[¢t].

X
The choice of —K /2, where K = Kg denotes the canonical divisor, is made so that

e? -td(S) = (1,0,c[pt]), c=x(0s) - £ eQ
has no codimension one part. Writing ch”(—) := ch(—) - e, we have
rk(F)H?

Py ps)(Ft) =t — (H - ch¥(F)) + (chY(F) + ¢ - tk(F)) .
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If F' is torsion-free, we define the (H, F — %)—twisted reduced Hilbert polynomial is
(F.t) = B ch?(F) chy(F) 2¢
Punp-5)\ 0 = tk(F)H2)2 | th(F)H2/2
We say that a torsion-free sheaf F is (H, E — £)-twisted Gieseker (semi)stable if
for all 0 € F/ < F we have

p(H,E—fg)(F/ (< )p(HE K)(F,t) forall ¢>»0.

In other words, F is (H, E — £)-twisted Gieseker (semi)stable if for all 0 ¢ F' & F
we have one of the followings:

. H-chf(F") H-ch¥(F)
U TRE) T ST

H-chi(F') H-ch{(F) 1 chy(F')  chj(F)
® —xm = we ™ ko

For 1-dimensional sheaves, (H, F — %)—twisted Gieseker stability is equivalent to
(H,E — %)—twisted slope stability, where the twisted slope of F is given by

ch¥ (F)
H-ch(F)’

The geometric stability recovers (H, E — %)—twisted Gieseker stability in the large
volume limit. Note that Ag g = Apgy for any ¢ > 0 in the following statement.

Lemma 7.6 ([Bri2]). Let H, E be R-divisors with H being ample and v € K(S).
Let t » 0 be large enough according to H, E/ and v. Let F' € Ag g of type v.

(1) If dim(v) = 1, then
F is oppy-(semi)stable < F is (H, E — £)-twisted slope (semi)stable sheaf.
(2) If dim(v) = 2 and we assume further that F - H < p*(v), then
F is opp-(semi)stable < F is (H, E — £)-twisted Gieseker (semi)stable sheaf.
Proof. This is essentially Proposition 14.2 of loc. cit. Even though the cited refer-
ence considers only K3 surfaces, the same proof applies to arbitrary surfaces once
we observe the characterization of the (H, E — £)-twisted Gieseker (semi)stability

in the preceding paragraphs. See also [Rek, Lemma 3.5] where this was used. Proof
of the dim(v) = 2 case can be easily adapted to the case when dim(v) = 1. d

Remark 7.7. Consider the moduli stack M= of Gieseker H-semistable sheaves
of type v. By Lemma 7.6, we can identify this moduli stack as

M= = Mg

for some geometric stability condition o. When dim(v) = 1, uf’-(semi)stability is
equivalent to o x - (semi)stability for ¢ » 0. Now let dim(v) = 2. Pick some small
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enough n such that (nH + %) - H < p"(v). Since H and nH are linearly depen-
dent, (H,nH)-twisted Gieseker (semi)stability is equivalent to the usual Gieseker
(semi)stability with respect to H. On the other hand, the lemma says that (H,nH)-
twisted Gieseker (semi)stability is equivalent to o, ;. K- (semi)stability for some
t>» 0.

The following Lemma will be useful later.

Lemma 7.8. Let S be a surface with nef anticanoical surface. Let op g be a
geometric stability condition and ¢ € R. Then the abelian category Ag g[¢] has
homological dimension 2.

Proof. Suppose that Fy, Fy are objects in Ag g[¢] = P((¢, ¢+ 1]). It was proven in
[Moz, Theorem 7.7] that Hom(P(¢1), P(¢2)) = 0 if ¢po — ¢y > 2. Since F[k] is an
object in P((¢+k, ¢+ k +1]) it follows that Ext*(Fy, Fy) = Hom(F}, F3[k]) = 0 for
k = 3, showing that the homological dimension is at most 2. Since O,[m] belongs
to Ag p[¢] for some m € Z and Ext*(O,[m], O,[m]) # 0, homological dimension is
precisely 2. U

7.2.3. The ABCH program. Let S be a surface which admits (possibly many) full
and strong exceptional collections, for instance any del Pezzo surfaces [BS, Example
8.6].1 It was proposed in [ABCH, AM] that one could try to use the exceptional col-
lections on S and corresponding quiver stability conditions to study moduli spaces
with respect to geometric stability conditions. Note that the quiver stability con-
ditions that we will consider are typically not geometric; for example Op2(—1)[2]
appears in the exceptional collection in Example 7.3 but it is not in the heart of any
geometric stability condition. However, in some cases the R-action on the space of
stability conditions can be used to relate geometric and quiver stability conditions.

Definition 7.9. Let o be a geometric stability condition and v € K(.S). We say that
MZ7% admits a quiver description if there is another geometric stability condition
o’ and ¢ € R such that o'[¢] is a quiver stability condition and, for F in class v,

F is o-(semi)stable < F' is o’-(semi)stable.

In particular, when this happens the moduli stack M7 can be identified with
a moduli stack of representations MZ_SS(Q, I) of some quiver with relations via the
equivalence D?(S) ~ D®(Q, I) composed with a twist [k].

A careful study of the wall and chamber structure on the space of stability con-
ditions and an identification of “quiver regions” associated to certain choices of
exceptional collections allowed the authors to prove the following:

I5Having geometric helix implies that we have a full and strong exceptional collection.
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Theorem 7.10 ([ABCH, AM]). Let S = P? S = P! x P! or S = Bl (P?). Then,
for any geometric stability condition o and v € K(S), M7 admits a quiver
description.

The authors in [AM, Conjecture 1] conjecture that the same is true for any
del Pezzo surfaces. We remark that in the case of S = P? the only exceptional
collections used are the ones obtained from tensoring by a line bundle Example 7.3.

7.3. Application to sheaf Virasoro constraints. Let X be a smooth projective
variety admitting a full exceptional collection. Virasoro constraints for moduli
spaces of sheaves on X are formulated in [BLM] using a descendent algebra DX
generated by symbols of the form chy(y) for a cohomology class v € H*(X) and
Virasoro operators L,: DX — D¥; the descendent algebra admits a realization
map to H*(NX), see Definition 2.5 in [BLM]. On the other hand, we defined
in Definition 5.17 the Ext descendent algebra DT to be generated by symbols of
the form chi(a) for a € K(X), and a realization map to H*(NX). We have an
isomorphism between the two descendent algebras

¢ :DT - DY, chy(a) — chy(ch(a”)td(X)).

As we did for quivers in Proposition 6.6, we can show that this isomorphism
commutes with realization homomorphisms and intertwines the Virasoro operators
on DT (cf. Definition 5.22) and on DX (cf. [BLM, Section 2.3]).'® Indeed, the
operators both on DT and DX are shown to be dual to the canonical Virasoro
operators on the lattice vertex algebra V¥ := H (NX) = H,(N'T), see Proposition
5.23 and [BLM, Theorem 4.12].

Suppose we are given a coarse moduli space MY parametrizing sheaves or com-
plexes on X with respect to some stability condition ¢ such that there are no strictly
o-semistable objects of type v. Suppose further that the natural perfect obstruction
theory on M? is 2-term, so we have a natural virtual fundamental class [MZ]"".
The sheaf Virasoro constraints conjectures in [BLM] are the statement that the
class [M?]¥" in V¥ is a primary state.

Theorem 7.11. Let S be a del Pezzo surface, o be a geometric stability condition
and v e K(S). Suppose that M7~ admits a quiver description.

(i) If there are no strictly o-semistable objects of type v, then the coarse mod-
uli space M together with its natural virtual class satisfies the Virasoro
constraints.

(ii) If Ext%(F, F') = 0 for all o-semistable objects ' and F” of type v, then the
moduli stack M?7% is smooth and tautologically generated. Furthermore,

16Gince X admits a full exceptional collections, we have HP7(X) = 0 for all p # ¢ by [MT,
Proposition 1.9]. In the language of [BLM] this means that chy(y) = chi (v).
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the Virasoro operators are geometric, i.e. they descend to the cohomology
ring via the realization homomorphism D — H*(MJ755).

Proof. Let MJ™ be a moduli stack admitting a quiver description. By definition,
this means that we have an exceptional collection € = (Ey,. .., E,) of D*(S) and a
stability condition @ for a corresponding (@, I) such that

B: M™% = ./\/lfl_ss.
This isomorphism is obtained by the equivalence B : D°(S) — D®(Q, I), possibly
composed by a shift [k]. By definition of B, it lifts to a quasi-equivalence between
the natural dg enhancements which in turn defines an quasi-isomorphism between
derived stacks B : N¥ — ANQ. Here Q is the canonical dg quiver associated to

(@, I) which is quasi-smooth by Lemma 7.8. Then we have a homotopy commutative
diagram

o—ss B 0—ss
M7 —— M

(22) j j
NS B NQ
where the vertical morphisms are open embeddings. Note that this induces an

obstruction theory for both MJ™% and MZ_SS whose virtual tangent complexes at
points F'e MJ™ and V € /\/137Ss are given by

RHomg(F, F')[1], RHomgq(V,V)[1]

respectively. By commutativity of (22), B : MJ™ — M also identifies the ob-
struction theories. By Lemma 7.8, the complex RHomg(F, F')[1] lies in the perfect
amplitude [—1, 1], hence so is RHomq(V, V)[1].

To show the statement (i), assume that there are no strictly o-semistable objects
of type v. Then the good moduli spaces are simply the G,,-rigidification of the
moduli stacks and we have a homotopy commutative diagram

o B 6
Mv Md

(23) j j

(WP (W

with the vertical morphisms being open embeddings. The good moduli spaces
are equipped with the induced truncated obstruction theory whose virtual tangent
complex lies in the amplitude [0, 1]. Pushforward of the virtual classes define the
elements in the Lie algebras associated to vertex algebras

(M e VS, (MY e 79

By Corollary 5.15, B, : V° — V@ is a vertex algebra isomorphism intertwining
the Virasoro operators; hence the induced isomorphism of Lie algebras B, : V* —
VQ preserves the subspaces of primary states. Since B,([MZ]'") = [MY]'" by
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commutativity of (23), M7 satisfies the Virasoro constraints with its natural virtual
class if and only if MY does. By Theorem 6.11, we know that MY satisfies the
Virasoro constraints with respect to the virtual class defined in Section 4.1. To show
that this virtual class is equal to the one coming from the derived enhancement of
N, it suffices to compare the K-theory class of the virtual tangent complex by
the result of [Sie]. By Proposition 3.8, the K-theory class coming from the derived
enhancement of N'Q is

O - Z Hom(Vi, VZ) + Z HOm(Vs(@), Vt(e)) - Z HOID(VS(;), Vt(F)) ’
1€Qo e€Q1 T€Q2
which matches precisely the K-theory class of the virtual tangent complex given by
the explicit description in Section 4.1, proving the statement (i).

Now we consider the statement (ii). Assume that Exts(F, F') = 0 for all F, F' in
MGZ™. Via the isomorphism B : MZ™% 5> MY this implies the analogous state-
ment for (@, I). Therefore (Q, I), d and 6 satisfy Assumption 4.7. By Theorem 4.10,

we have a surjective realization homomorphism
Ea: D — H*(MG™)

through which the operators R? descend. On the other hand, by taking cohomology
of the diagram (22), we obtain a commutative diagram

HY(MZ ) g HY (M)

| I

S Q
Dy ¢——F%— Dy
where the isomorphism B* : D? — ¥ is defined as in the proof of Theorem 5.13;
explicitly, it is given by

Bchy (i) = chy,(ch(EY)td(X)), i€ Q.

Note that this isomorphism B* intertwines the Virasoro operators R and R which
can be checked directly from the definition of B*.1" Therefore, statements about
surjectivity of the realization homomorphism and descent of RS follows from the
corresponding statements for (@, I). O

By applying the above theorem to del Pezzo surfaces where the ABCH program
is proven, we obtain the following result concerning sheaf moduli spaces.

Corollary 7.12. Let MZ =55 be a moduli stack of nonzero-dimensional H-semistable
sheaves on P2 P! x P! or Bl (P?).

I"More conceptually, this stems from the fact that the descendent algebras D, DR and respec-
tive Virasoro operators are identified with the naturally defined Ext descendent algebra and Ext
Virasoro operators, see Definitions 5.17 and 5.22.
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(i) If there are no strictly H-semistable sheaves of type v, then the coarse moduli
space M satisfies the Virasoro constraints with smooth fundamental class.

(i) The moduli stack M~ is a smooth and tautologically generated. Fur-
thermore, the Virasoro operators descends to the cohomology ring via the
realization homomorphism.

Proof. Let M= be a moduli stack as in the statement. By Remark 7.7 and
Theorem 7.10, it admits a quiver description. For any positive dimensional H-
semistable sheaves F' and F” of type v, we have

Ext3(F, F') ~ Homg(F', F® Kg)” =0

since I’ and F ® Kg are pu'-semistable sheaves with p(F') > u(F ® Kg) by
negativity of Kg. This implies that the moduli stack is smooth by deformation

theory. Therefore (i) and (ii) follows from the corresponding statements from The-
orem 7.11. U

Note that part (i) of the above Theorem is also shown in [BLM, Boj|] when
dim(v) = 2. The case dim(v) = 1 was previously only known conditionally on some
technical conditions necessary for the application of a wall-crossing formula [BLM,
Assumption 5.8].

The statement about the Virasoro operators descending for the moduli spaces of
one-dimensional sheaves on P? is applied to the study of the cohomology ring of
such moduli spaces in terms of generators and relations in [KLMP].

8. GRASSMANNIAN AND SYMMETRIC POLYNOMIALS

In this section, we study the Virasoro constraints of Grassmannians from the per-
spective of symmetric functions. Previously, notation Gr(N, k) was used to denote
the Grassmannian parametrizing k-dimensional quotients of a fixed vector space
CN. In this section, we change the notation and use Gr(k, N) to denote the Grass-
mannian parametrizing k-dimensional subspaces of CV. We shift to this convention
because Grassmannians and symmetric functions are discussed often in this way.

8.1. Algebra of symmetric functions. We will now recall some basic definitions
regarding the algebra of symmetric functions, following [Mac|. Let

A= LiLnQ[wl,...,xn]S”

n
be the ring of symmetric functions in infinitely many variables, where the inverse
limit is understood in the category of graded rings. The ring A can be described as
the polynomial ring in infinitely many variables in a few different ways:

(1) A = Qleq, e, ...] where e; is the j-th elementary symmetric function.
(2) A = Ql[p1,p2, . ..] where p; is the j-th power sum.
(3) A = Qlhy, ha,...] where h; is the j-th complete symmetric function.
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The different sets of generators can be written in terms of each other by Newton’s
identities:

-1 k+1
Z e; = exp (Z %pk)

>0 k=1
—1
1 .
D hyi=exp <Z Em) = (Z(-U%) :
>0 k>1 >0

Above, we set ey = hg = 1; the identities are understood in the completion of A
with respect to the degree. Each set of generators defines a basis of A indexed by
partitions A = (A = Xy = --- = A)

) )

o)
6/\:1_[6)‘” pAZHP,\i, h,\znh,\i~
i=1 i=1 i=1

Another natural basis indexed by partitions is {m,} where

n
ma(x, ..., x,) = anfl

o =1
where the sum is over all the distinct permutations of .

The ring A admits a non-degenerate bilinear pairing (—, —), called the Hall inner
product, that plays a particularly important role. This pairing is defined by setting

<p>\7pu> = 5Auz)\ .

In the formula above
Z\ = Hz’mimi!
i>1
where m; is the number of times that ¢ appears in A. It can be checked that for every
0

n > 0 the multiplication operator p, and the annihilation operator p_,, := Nz, - are

adjoint with respect to the Hall pairing, i.e.,
Pnfi9) ={f,p-n9)-

Schur polynomials {s,} form yet another natural basis of A indexed by partitions.
They can be defined by the following property:

Definition 8.1. The Schur polynomials {s,} are the unique orthonormal basis of
A with respect to {(—, —) such that

Sy = my + Z My,
n<A

for some ay, € Q where the sum runs over partitions p which are smaller than X in
the lexicographic order.
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There are several different ways to define Schur polynomials more explicitly. For
example they can be written in terms of the complete symmetric functions h; by a
determinant formula:

sy = det (h)\i*iJrj)lgi,jsE()\) :
Another possible definition of Schur polynomials is presented in Proposition 8.6.

The ring A admits an involution o: A — A defined by o(p;) = (—1)?"'p;. This
involution sends sy to sy where \! is the conjugate partition.

Example 8.2. Elementary symmetric functions and complete symmetric functions
are both easily written as Schur functions:

We also have

1 1 1

Epéf + —pg — 5P1Ds -

S = 4723

8.2. Vertex algebra from symmetric functions. Let A[Q, ¢*!] be the extension
of A by the algebra Q[Q, ¢™!] associated to the monoid N x Z. The Hall pairing
extends to this vector space

AQ, ' ® AQ,¢*'] 5 Q.

The additional subscript and superscript of = are just to indicate their relation to
the cohomology and homology as we discuss next.

Recall the Grassmannian vertex algebra V¢ = H,(N4") from Example 6.5.'8

Then, we have a diagram similar to (17)

H*(Njoon) @ Hi(Njpony) ———— Q

(24) 4 l@

QV¢" - A* ® QV¢" - A, > Q

where ¢ is a ring isomorphism sending p, to n!ch,(V) and £' is induced from the
perfect pairings defined by topological pairing on the top and Hall pairing on the
bottom. The resulting isomorphism £ : VO = AL[Q, ¢™'] endows A, [Q, ¢*'] with a
vertex algebra structure such that it becomes a vertex subalgebra of VA(Z xZ, X&)

where

Xscyrm((kh Ny), (K2, NQ)) = 2k1ky — k1 Ny — ko Ny .

sym

Using the ambient lattice vertex algebra VA(Z x Z, x&."), we can explicitly write
down fields of A,[Q, ¢*']. Here, we record two of the fields acting on the component

18We need to use the dual convention for the framed vertex algebra since we changed the
convention of Grassmannian in this section.
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QNgF - A, that are relevant to us:

Y(py,2) = Z oz T4 2k 4 Z 2p_pz 17

n>0 n>0
. W .
Y(q,z) = e exp (Z &z]) exp (— Z &2_3> :
7>0 J 7>0 J
We warn the reader that the annihilation operators in this vertex algebra are 2p_,
rather than p_,, for n > 0 since xg, ((1,0),(1,0)) = 2.

8.3. Schubert calculus. The descendent algebra D?l of the quiver with only one
node A; can be naturally identified with the algebra of symmetric functions A*:

QNgh - A* > DM y H*(Neon)

pn —— nlch, ——— nlch, (V)

(25)

where V is the universal rank & complex over N,_n = M. Note that the com-
position of these maps is precisely ¢ in (24). Similarly, the elementary symmetric
functions e; are sent to the Chern classes of V and the signed complete symmetric
functions (—1)7h; are sent to the Segre classes of V.

Let F be the rank & universal subbundle of Gr(k, N). The geometric realization
map for the Grassmannian

& A* — H*(Gr(k, N))

sends by definition e; to ¢;(F). We recall that the cohomology ring of the Grass-
mannian is

H*(Gr(k,N)) = Q[e1, ..., cx]/T
where [ is the ideal generated by
[(1+01+02+...+ck)_1]j, for j > N — k
where [—]; denotes the degree j part. The (Poincaré duals of) Schubert cycles
Sy e H*(Gr(k,N)), A< (N —k)*

form a linear basis of the cohomology H*(Gr(k, N)). By Pieri’s formulas, the map
A* — H*(Gr(k, N)) sends the Schur polynomial s, to the corresponding Schubert
cycle (—1)MSy. In particular, s is mapped to 0 whenever A is not contained in the
rectangular shape (N — k)*. As an easy consequence of this fact, we can identify
the class of the Grassmannian in the Grassmannian vertex algebra:

Proposition 8.3. The class of the Grassmannian Gr(k, N) is given by

[Gr(k, N)] = QV¢" ® (—1)" ™ sy gy € AL[Q,¢™].
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Proof. Write [Gr(k,N)] = QN¢* ® gy, for some gy € Ai. Let A be a partition
and consider the associated Schur polynomial s, € A*. By the Schubert calculus
considerations above we have

(=DFN=R)f X = (N — k)*
0 otherwise

Cgns $3) = (~1)MSy = {

Gr(k,N)

since S\ = 0 for any other partition of size at least k(N — k). Since {s)}, form an
orthonormal basis for the Hall inner product it follows that

k(N—k)

gNEk = (—1) S(N—k;)’“ . O

8.4. Virasoro constraints for the Grassmannian. In this section we will write
down the Virasoro constraints for the Grassmannian using the language of symmet-
ric functions explained in the previous section.

Recall from Section 8.2 that A.[Q, ¢™'] is a vertex subalgebra of VA(Z x Z, x&™).
Since the latter is a lattice vertex algebra associated to the nondegenerate pairing
Xer, it is equipped with the natural conformal element and the corresponding
Virasoro operators. It is easy to check that the half of the Virasoro operators
{L,}>_1 preserve the vertex subalgebra A.[Q,q*!] since Z x {0} = Z x Z is the
sublattice. Explicitly, the Virasoro operators on each component QV¢* - A, are

given by!?
ijp_n_j + Z P—aP—b+ (2k—N)p_,, n>0
7=1 a+b=n

(26) L, = a,b>0
D ipip—j+k(k—N)-id n=0
7>0

with L_; being the translation operator 7. By using the Hall pairing, we obtain
the dual Virasoro operators acting on QVg* - A*:

Y ineip—j+ Y Papp+ (2k = N)p, n>0

i>1 a+b=n

27) L= (La)t={" b=
> ipjp_j +k(k—N)-id n=0
7>0

Under the identification Q™V¢*-A* ~ ]D)f1 in (25), these dual Virasoro operators agree
with the framed Virasoro operators L*~* defined in Section 4.3.1.%° Therefore, the
Virasoro constraints for the Grassmannian Gr(k, N) are equivalent to its class in
A.[Q, ¢*'] being annihilated by L,, operators for n > 0.

191f we set N = 0 in the formula, we recover precisely half of the Virasoro operators on VA(Z,?2).
20Here, we are again using a different convention for the framing as we do in Section 8.
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By Proposition 8.3 and Hall pairing duality between L*~" and L, the Virasoro
constraints of Gr(k, N) amount to the following identity: for n > 0, we have®

0
(28) (n+j)pj=——+ + (2k — N)n=— |s(nv_gy = 0.
j; ! a Pn+j a%gL apa apb apn (
a,b>

This equation is a consequence of Theorem 6.11, but it is also a well-known fact
about the representation theory of the Virasoro Lie algebra [MY], see Theorem 8.15.
For completeness we will also give a self-contained proof in Proposition 8.9 using
Hecke correspondences for Grassmannians.

For the Grassmannian, it happens that the Virasoro constraints fully determine
the descendent integrals (up to scalar). This can be thought of as the analog that
the Virasoro constraints for the Gromov—Witten of a point (equivalent to Witten’s
conjecture together with the string equation) determine all the integrals of ¢ classes.
This is again well-known in the representation theory of the Virasoro Lie algebra,
see the uniqueness part of Theorem 8.15.

Proposition 8.4. Suppose that QV¢* ® f € A,[Q, ¢F!] is a primary state in the
Grassmannian vertex algebra, i.e. L,(QV¢* ® f) = 0 for n > 0 for the operators
defined in (26). Then f is proportional to s y_j)k.

Proof. We start by noting that the Ly equation is equivalent to f being homogeneous
of degree d := k(N — k). Since we have already showed that s y_j» satisfies the
Virasoro constraints L,(QN¢* ® f) = 0 it is enough to show that the Virasoro
constraints determine f after one fixes (p?, f). Consider the partial order of the set
of partitions defined by

N < Xif and only if £(X) > £(X), or £(X) = £(\) and my(\) > my(X)

where my(\) denotes the number of times that 1 appears in A. Note that the
partition 1¢ is smaller than any other partition of d with respect to <. We claim
that if f satisfies the Virasoro constraints then for any partition A\ # 1¢ we can
write (py, ) as a linear combination of {py, f) for X' < .

Let A = (A, Ag,..., Ap) with \; non-decreasing. Let m = my(\) = 0. Assuming
that A\ # 1¢ we have m < £ so let t = \,,,41 > 1. Define the partition Nofd—t+1
by

X=(1,..., 1,1, Apsas -5 Ae).

—_—
m—+1

By the Virasoro constraints for f we have

(29) 0= (Lia(py), f) = (m+ 1)pa, )+ D, Onlow, 1)

AN <A

21The n = 0 case is a simple consequence of the dimension formula dim Gr(k, N) = k(N — k).
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for explicit constants C'y € Z. It is straightforward to see that only partitions A" < A
appear: all the partitions coming from the linear part of L;_; have bigger length and
all the remaining partitions coming from the derivation part have m;(\) = m+1 >
m = my(\). Tt follows by induction with respect to the order < that {(py, f) can be
determined from (p{, f), proving the proposition. O

Example 8.5. We illustrate the algorithm used in the proof of Proposition 8.4 by
computing the integrals of descendents in Gr(4,2). We have

0= f Li(p}) = 3J Pip2
Gr(4,2) Gr(4,2)
f L2 (p?) = QJ pips + J n
Gr(4,2) Gr(4,2) Gr(4,2)
f Li(pip2) = J P + 2f Pips
Gr(4,2) Gr(4,2) Gr(4,2)

0=J Ls(p1) =J p4+2f pip2 -
Gr(4,2) Gr(4,2) Gr(4,2)

In each equality, the first term of the right hand side is the leading term in the sense

0

0

of the proof of the proposition and the equalities can be used to recursively deter-
mine these leading terms. By further using that SGr( 4.2) c2 =1 [EH, Corollary 4.2]
or §¢ 42 P1 = 2 [EH, Exercise 4.38] we determine all the integrals of descendents:

J pi‘=2=f 3, f pips = —1, J p4=0=f pips .-
Gr(4,2) Gr(4,2) Gr(4,2) Gr(4,2) Gr(4,2)

Note that these can be obtained from the expression for sy 2y in Example 8.2.

8.5. Hecke operators. We define Hecke operators H,,: A — A as the following

ZHZ —exp(Zj )exp( ij _J>.
neZ 7>0 7>0

This corresponds to the field Y (g, z) of the lattice vertex algebra associated to (Z, 1)

vertex operators:

via isomorphism VA(Z,1) ~ A.[¢™']. By Newton’s identities we can rewrite the
Hecke operators as
H Z ]+n o eJ_
Jj=0

where (—)* denotes the adjoint operator with respect to the Hall pairing. Such
operators have been studied in depth from the point of view of the combinatorics of
A, see for instance [Jin]. In the literature they are often called Bernstein operators
or simply vertex operators; we have opted to call them Hecke operators due to their
geometric meaning that we explain below. We summarize some of the well-known
properties of these operators in the following proposition:

Proposition 8.6 ([Jin]). The Hecke operators satisfy the following properties:
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(1) We have
[Hyypm| = —Hpym, forevery neZ, me Z\{0}.
(2) The adjoint to a Hecke operator is given by
Hf = (-1)"0oH_,o0.
(3) The Hecke operators satisfy the commuting relations
H.,H, =—H, 1H,,1.

In particular H,H,,, = 0.
(4) The Schur polynomial s, can be given in terms of Hecke operators by

S\ = [’I/\llv{)\2 H)\ 1.

£

Proof. Parts (2), (3) and (4) are (2.5), (2.12) and (3.9) in [Jin] in the limit ¢ — 0.
Part (1) is the defining property of vertex operators, see for example (5.4.3b) in
[Kac]. O

Note that the expression for Schur polynomials given by (4) makes sense for
any tuple A = (Ay,..., ;) of (not necessarily positive) integers. The commuting
relations (3) can be used to reduce the Schur polynomial associated to any tuple to
the Schur polynomial of a partitions.

These Hecke operators play a role in the following geometric setup. Consider the
Grassmannians Gr(k, N) and Gr(k + 1, N) and their respective universal bundles
Fr € OV, Firi1 € ON. The flag variety Flag(k, k + 1; N) is a projective bundle over
both Grassmannians:

P(OY/F,) —— Flag(k, k + 1; N) P(FY,,)

(30) | = |
Gr(k,N)

Gr(k+1,N)

The universal flag on Flag(k,k + 1; N) is
F, < Fk+1 - ON

where we omit the pullbacks via 7y, mx11. The line bundle Fy 1 /F) can be inter-
preted in each projective bundle description as

Icm+1/1€1¢ = O]P’((’)N/Fk)(_l) = OIF“OFv )(1)-

k+1
Let ¢ = ¢1(Fyy1/Fy) € H*(Flag(k,k + 1; N)). We define geometric Hecke operators
by
Hy: H*(Gr(k,N)) — H*(Gr(k + 1, N))
R (Wkﬂ)*(d : WZ’Y) .
The connection between these geometric Hecke operators and the previously defined
Hecke operators on A is explained in the next proposition:
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Proposition 8.7. For every ¢ > 0 the following diagram commutes:

Hy g

A* s A*

| |

H*(Gr(k, N)) — H*(Gr(k + 1, N)) .

Proof. The proposition is easily proved by comparing the two paths applied to
1 € A* and by showing that H, satisfies commutation relations with p, similar to
the ones in Proposition 8.6(1). Indeed, we have by the projective bundle formula

Hy(1) = (m1)+(C") = se-r(Fy1) = he—p(Frpn) -
On the other hand, H, (1) = hy_j. By the push-pull formula we have

ﬁe(pa(]Fk)W) = (7Tk+1)*((pa(Fk+1> — () CZ TRY) = pa<Fk+1>ﬁf(7) - ﬁua(V) :

Comparing with Proposition 8.6(1) and using induction the result follows. O

The geometric picture with the Hecke operators allows us to give a second proof
of Proposition 8.3.

Proof of Proposition 8.3 via Hecke operators. Denote by gy € A, the symmetric
function such that [Gr(k, N)] = QV¢* @ gnx. Let f € A*. Using the projective
bundles in (30) and Proposition 8.7 we find that

nw ) = f= (=N

Gr(k,N) Flag(k,k+1;N)

= (—1)N_k_1f Hy o1 (f) = (=) " Ygnper, Hy—or—1(f))
Gr(k+1,N)

= (_1>k<0H2k+17NU(gN,k+l)vf>‘
In the last step we used 8.6(2). Thus we conclude that

gnge = (=)o Hopr1-no(gngs1) -

Using gy, v = 1 we can recursively obtain

N—1 .
(31) IN g = (—1)23':’“ JoHop1-nHopys—n ... Hy_sHy_1(1) .

Using Proposition 8.6 (3) iteratively we find that

N—k—1

(32) Hoppr-nHopia-n . Hy3Hy-y = (=1)Z=0 Oy Hy ... Hy

Note that the signs of (31) and (32) combine to

N-1 N—-k

N—k—-1
NieYi= Y @i+k)=kN -k mod?2.

j=k i=0
Thus, putting (31) and (32) together gives
gN,k = (—1)k(N7k)0'Hka . Hk(l) = (—1)k(N7k)0'(Skak) = (—1)k(N7k)S(N_k)k . D
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We take the opportunity to give a direct and elementary proof of the Virasoro
constraints for the Grassmannian based on these Hecke operators. For that, we need
the commutator between the Virasoro and Hecke operators. In the following two
propositions, we use the operators L,, and L,, from (26) and (27) with k = N = 0,
ie.,

ijp—n—j + Z P—al-b N> 0

Jj=1 a+b=n

Ln = a,b>0
D pip— n=20
7>0

and L, = (L,)".

Proposition 8.8. We have the following identities in End(A):

n—1
[I—m Hm] = (m +n— 1)Hm+n + Z Hnerfj op; — Hm O Pn
7=1
n—1
- (m + 1)Hn+m + ij O Mpntm—j — Pn© Hma
j=1
n—1
[Lm Hm] = (m - 1)Hmfn + Z Hmfn+j Op—j — Hm O P—n
j=1
n—1
= (m_n+1)Hm—n+ Zp—jo m—n+j_p—nOHm-
j=1

Proof. Proofs can be obtained directly from Proposition 8.6(1), but see also the
Appendix in [LY] (note that the operators in loc. cit. differ from ours by a factor of
1/2in T, but since they analyse R,, and T,, separately we can deduce the identities
here from their work). d

We use this to give a direct proof of (28).
Proposition 8.9. Equation (28) holds, i.e. for every m, k,n > 0 we have
Ln(Spr) = (m — k)p_nSpn -

Proof. We prove the statement by induction on k. We leave k = 1 for the reader to
check. Suppose that the equation holds for some k. From Proposition 8.8 we have
[L'm Hm] - [Ln—b Hm—l] = 2p—n+1 o Hm—l —P-no© Hm .

Note that we have H,,s,» = spr+1 and H,,_1s,,» = 0; the latter holds due to
Proposition 8.6(3). O

8.6. Symmetrized Hecke operators and wall-crossing. Note that the Hecke
operators used in the previous section appear naturally as fields associated to the
state ¢ € A[g*'] when we give A,[¢™!] the vertex algebra structure associated to
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the lattice (Z,1). However, the Grassmannian vertex algebra A,[¢T!, Q] is a sub-

algebra of the lattice vertex algebra associated to (Z x Z, xg") where

XN, K, (N, K)) = 26k — (NE + N'k).

In particular, the subalgebra A[g*!] < V' is the lattice vertex algebra associated
to (Z,2). Thus wall-crossing formulas on V" are in principle not written using the
previous Hecke operators, but rather

. om.
H¥™"(z2) = Z HY™ 2" = exp (Z &zj> exp (— Z &2_J> :
neZ 7>0 J 7>0 J

More precisely, we have

Y(q®1,2)QY¢" @ f = (-1)V AN HYR(2) f

Denoting by [u,v] = wypyv the 0-th product in V¢ = A,[Q,¢™'] we have in
particular

(33) [4®1,Q%" ® f1= ()" Q" @ HY"y_,f

In [CJ, Theorem 3.10], Cai and Jing prove a formula for Schur polynomials of
rectangular shapes in terms of the vertex operators H®™.?? Their proof is entirely
combinatorial. We now use the wall-crossing formula from Example 6.4 to give a
new proof of this formula using the Grassmannian.

Proposition 8.10 ([CJ, Theorem 3.10]). Let m,k > 0. We have the following
identity in A:

(34) oY Y YR L HYR (1) = (1) Rls gy

m—k+1""m—k+3 " " m+k-3""m+k-1

Proof. Let N = m + k. We show this by comparing Proposition 8.3 with the wall-
crossing formula in Example 6.5. On one hand, Proposition 8.3 gives the formula
for the class of the Grassmannian

We recall the wall-crossing formula from Example 6.5:

Gk )] = la - 0,10, @1) .

Applying (33) repeatedly gives us
(_1)25'\]:1\77“1]'
k!

The conclusion follows from comparing the two expressions and a sign analysis

(35)  [Gr(k,N)] = Q"¢" ®

Sym sym sym rrsym
HN—2k+1HN—2k+3 T HN73HN711 :

similar to the one in the previous section. U

22Their theorem is more general, it applies to Jack polynomials and to almost rectangular
shapes, i.e. A = (m,m,...,m,m —1).
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Remark 8.11. The identity (34) seems quite remarkable to us. In general there is
no way to write Schur functions sy using the vertex operators H¥™ and (34) is a
special phenomenon of rectangular shapes A\. On the other hand, from the point of
view of Joyce’s wall-crossing, it is surprising that the class of the Grassmannian can
be expressed using the Hecke operators H,,. We speculate that this phenomenon
might be an indication that it is possible to write new wall-crossing formulas using
a version of Joyce’s vertex algebra in which the we do not consider a symmetrized
complex © = Ext" + o*Ext, but rather take © = Ext. This variation is studied
in [Lat]: it is no longer a vertex algebra, but rather a braided vertex algebra (in
particular it is a field algebra, also known as non-local vertex algebra), and it has
connections to Cohomological Hall algebras.

The Virasoro operators L,, have simpler commutators with H»™ than with H,,.
This is expected due to the fact that both L,, and H;¥™ are obtained from fields in
the vertex algebra associated to the lattice (Z, 2).

Proposition 8.12. We have the identity in End(A,):
[Ln, HR™] = (m + 1) HpZ, = 2py 0 H™.

Proof. A proof can be given as in [LY]. Alternatively, we can use the identity [Kac,
(2.7.1)] for the vertex algebra associated to the lattice (Z, 2). d

8.7. Geometricity of Virasoro and Calogero-Sutherland operator.

We showed in Theorem 4.10 that the Virasoro constraints imply that the operators
R,, descend to cohomology or, equivalently, they preserve the ideal of relations. We
now illustrate this phenomena in the case of the Grassmannian; it turns out that
showing geometricity directly in examples is often much easier than showing the
full constraints.

The derivation R, is a priori defined in the descendent algebra A*. The ideal
of relations of the Grassmannian is the ideal I generated by ej.1,e€xio,... and
hn_ki1, AN_ks2,.... Equivalently, I is the linear span of the Schur polynomials
sn with A not contained in (N — k)*. We now compute the action of R, on the

generator e;, for j > k, of the ideal. Denote by e, the formal sum ijo ej. We have
—1P¢ —1
R.e. = R, exp (;( 1) €> = <£§1( 1) pg+n> Co -
Hence,
J n—1
Rue = Y (=1 pureese = (=1 +m)ejen + 3o (~1)essopus
£=1 s=0

by Newton’s identity, so we conclude that R, (e;) € I for j > k. A similar compu-
tation shows the same for the remaining generators.
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8.7.1. Calogero-Sutherland operator. The geometricity of the Virasoro operators
can be explained at once by the geometricity of the Calogero-Sutherland operator
(also Laplace-Beltrami operator in the literature). Define the operator A: A* — A*
by

1 1
(36) A=z Dt papper = 5 ( > DaDbP-acs +pa+bp_ap_b> :

a+b+c=0 a,b>0

It is straightforward to show that

1
[ s A] =n Pat+nP—a + = E PaPb
2
a>0 a,b>0
a+b=n

The right hand side is n times R,, + %Tn, which are the Virasoro operators associated
to the vertex algebra VA(Z,1). Since p, descends to cohomology for n > 1 (as
multiplication by n!ch, (F)), the operator A descending to cohomology implies that
R, also does. Indeed, this is true:

Proposition 8.13. The operator A on A* descends to an operator on H*(Gr(k, N)).

Proof. 1t is well-known that Schur polynomials are a basis of eigenvectors of A, see
e.g. [FW, Proposition 2] or [SV, Remark 1.11]. For instance,
(i1 (i1
Aej = —%6‘7 and Ah] = %h .

J

It follows immediately that A preserves the ideal of relations I. O

Remark 8.14. In [SV] the authors study a certain algebra of operators, related
to the Wi o, Lie algebra, and show that it acts on @, ., H*(Hilb"(Q?)) and, more
generally, on the cohomology of moduli spaces of instantons. They consider the
operators Dy, on A* (which for simplicity we specialize at k = 1) defined to have
Schur polynomials as eigenvectors with specified eigenvalues:

Do,(sx) = (Z (y(D) — x(D))ll) S .

e
In particular, Dy = A, see [SV, Remark 1.11]. By the same reasoning as above,
the operators Dy; descend to the cohomology of the Grassmannian. We suspect
that it should be possible to interpret Dy; as vertex operators defined by VA(Z, 1),
similarly to the formula (36) which exhibits A as an operator coming from the state
p3. For instance, it seems that Dy 3 can be obtained from the state pf — p3.

8.8. Central charge ¢ # 1 and Jack functions. In this last section, we work
with the coefficients in C instead of Q. Recall that the Virasoro Lie algebra is
defined by

Vir = P CL, & CC

neZ
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with Lie bracket given by

3 _
[Ln7 Lm] = (TL - m)Lm+n + 5m+nu0

12
[L,,C] =0

We recall some basic notions of representation theory. Let Vir" (respectively Vir™)
be the sub Lie algebras spanned by L, for n > 0 (respectively n < 0) and let Vir?
be spanned by Ly, C'. Given a representation M of Vir we say that w € M is a
singular vector of weight (c, h) if

Lo(w) = hw, C(w)=cw, L,(w)=0 foralln>0.

We say that w € M is a highest weight vector if it is a singular vector and moreover
UVirT) -w = M.

Fix parameter «, § € C and define

8 1 1
/8025_37 021_12/837 hzéO{Q—Oéﬁ().
Then there is a representation of Vir on A such that 1 € A is a highest weight vector
of weight (¢, h); this is called the Fock space representation of highest weight (c, h)

and we denote it by A, . The positive part of the Virasoro algebra acts as

2
L,= % D PPt ) PeD—sn + (@ + Bo(n +1))Bp_n

s+t=n s>0
s,t>0

and
Lo(f) = (h+deg(f))f for f homogeneous.

The representation A, g is irreducible if and only if there are no singular vectors
other than scalars if and only if the Verma module of highest weight (c, h) is irre-
ducible. Note that when 8 = /2 and a = (2k — N)/+/2 the operators L,, n > 0
specialize to (26); thus, the Virasoro constraints for the Grassmannian say that
S(N—k)+ 18 a singular vector of Ay, ny/y5.5- In this case the central charge is ¢ = 1.

The singular vectors of A, g are completely classified by [MY, WY]. It turns
out that the singular vectors are given in terms of Jack functions of rectangular
partitions. Jack functions Ji depend on a partition A and a parameter ¢ € C and
they are deformations of Schur polynomials: when ¢ = 1 the Jack function J{=!
is proportional to sy; we refer to [Mac, Section VI.10] for an introduction to Jack
functions.

Theorem 8.15. The representation A, s has a singular vector f € A, 3 of degree
d > 0 if and only if there are two integers r, s > 0 such that
16 1
d= = (1 ——(1 —.
rs, a=( +7")2 ( +3)5
When that is the case, the only singular vector of degree d (up to a scalar) is given
by
8%/2
O’J(T)S
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where o is the involution on A sending p; — (—=1)7"'p;.

It would be very interesting to connect the singular vector JJ(/i 2)/92 to some moduli

space of quiver representations/sheaves in the same way that s y_j is associated

to the Grassmannian, and thus interpreting as Theorem 8.15 as Virasoro constraints

for such moduli space. Note that the Calogero-Sutherland operator (36) also admits

a deformation for which the Jack polynomials are eigenvectors, see [SV, Remark

1.1].
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