
Worksheet 19: Change of basis

Assume that V is some vector space and dimV = n < ∞. Let B =
{~b1, . . . ,~bn} and C = {~c1, . . . ,~cn} be two bases of V . For any vector ~v ∈ V ,
let [~v]B and [~v]C be its coordinate vectors with respect to the bases B and C,
respectively. These vectors are related by the formula

[~v]C = PC←B[~v]B. (1)

Here PC←B is the change of coordinates matrix from B to C, given by

PC←B =
[
[~b1]C . . . [~bn]C

]
. (2)

If T : V → V is a linear transformation, then recall that its matrix in the
basis B is given by

[T ]B =
[
[T (~b1)]B . . . [T (~bn)]B

]
. (3)

It is related to T by the formula

[T (~v)]B = [T ]B[~v]B for all ~v ∈ V. (4)

The matrix of T in the basis B and its matrix in the basis C are related by
the formula

[T ]C = PC←B[T ]BP−1
C←B. (5)

We see that the matrices of T in two different bases are similar.
In particular, if V = Rn, C is the canonical basis of Rn (given by the

columns of the n × n identity matrix), T is the matrix transformation ~v 7→
A~v, and B = {~v1, . . . , ~vn} is a basis of Rn composed of eigenvectors of A:
A~vj = λj~vj, j = 1, . . . , n, λj ∈ R, then the change of coordinates matrix
P = PC←B has the form

P =
[
v1 . . . vn

]
. (6)
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Then if D is the diagonal matrix with diagonal entries λ1, . . . , λn, we know
that

A = PDP−1. (7)

On the other hand, (5) gives

[T ]C = P [T ]BP
−1. (8)

This is the same as (7), if we notice that [T ]C = A (since C is the canonical
basis) and [T ]B = D (since B is composed of eigenvalues of A).

1. Lay, 4.7.9. (Use (2) or the method of Example 4.8.3.)
Solution: Solving two vector equations, we find

[~b1]C =

[
9
−4

]
, [~b2]C =

[
−2
1

]
.

So,

PC←B =

[
9 −2
−4 1

]
.

Next,

PB←C = P−1
C←B =

[
1 2
4 9

]
.

2. Let B and C be the bases of R2 from problem 1. If [~x]B = (1, 1), use
(1) to find [~x]C.

Solution: We have

[~x]B = PC←B[~x]C =

[
9 −2
−4 1

] [
1
1

]
=

[
7
−3

]
.

3. In P1, find the change of coordinates matrix PC←B, where B = {(1 −
t, 1 + t)} and C = {1, t}.

Solution: We have

[1− t]C =

[
1
−1

]
, [1 + t]C =

[
1
1

]
;

therefore,

PC←B =

[
1 1
−1 1

]
.
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4. For f = 1 + 2t and B, C as in problem 3, find the coordinate vector
[f ]C. Then, solve the equation (1) to find [f ]B.

Solution: We have [f ]C = (1, 2). Then, by (1)[
1
2

]
=

[
1 1
−1 1

]
[f ]B.

Solving this equation, we find

[f ]B =

[
−1/2
3/2

]
.

We can also verify that

1 + 2t = −1

2
(1− t) +

3

2
(1 + t).

5. For B, C as in problem 3 and the linear transformation T : P1 → P1

defined by (T (f))(t) = (t+ 1)f ′(t), use (3) to find its matrix [T ]C. Then, use
(5) to find [T ]B.

Solution: We have

T (1) = 0, T (t) = 1 + t;

therefore,

[T (1)]C =

[
0
0

]
, [T (t)]C =

[
1
1

]
and

[T ]C =

[
0 1
0 1

]
.

Now, (5) yields

[T ]B = P−1
C←B[T ]CPC←B =

1

2

[
1 −1
1 1

] [
0 1
0 1

] [
1 1
−1 1

]
=

1

2

[
1 −1
1 1

] [
−1 1
−1 1

]
=

[
0 0
−1 1

]
.
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We can verify that

T (1− t) = −(1 + t) = 0 · (1− t) + (−1) · (1 + t),

T (1 + t) = 1 + t = 0 · (1− t) + 1 · (1 + t).

6. Diagonalize the matrix A and find a basis of R2 in which the matrix
of the transformation ~x 7→ A~x is diagonal:

A =

[
1 2
0 2

]
.

Solution: The diagonalization is given by A = PDP−1, where

P =

[
1 2
0 1

]
, D =

[
1 0
0 2

]
.

Therefore, the matrix of the transformation ~x 7→ A~x in the basis {(1, 0), (2, 1)}
is equal to D (and thus is diagonal).

7. Lay, 5.4.19.
Solution: Since B is similar to A, there exists an invertible matrix P such

that B = P−1AP . Each of the matrices P−1, A, P is invertible; therefore, B
is invertible as their product and B−1 = P−1A−1P . This implies that B−1 is
similar to A−1.

8. Lay, 5.4.21.
Solution: Since B is similar to A, there exists an invertible matrix P

such that B = PAP−1. Since C is similar to A, there exists an invertible
matrix Q such that C = QAQ−1. Multiplying the latter by Q−1 to the left
and by Q to the right, we get A = Q−1CQ; substituting this into the equation
for B, we get

B = P (Q−1CQ)P−1 = (PQ−1)C(QP−1) = RCR−1,

where R = PQ−1 is invertible. Thus, B is similar to C.
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